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Abstract Capturing and converting solar energy via

artificial photosynthesis offers an ideal way to limit soci-

ety’s dependence on fossil fuel and its myriad conse-

quences. The development and study of molecular artificial

photosynthetic reactions centers and antenna complexes

and the combination of these constructs with catalysts to

drive the photochemical production of a fuel helps to build

the understanding needed for development of future scal-

able technologies. This review focuses on the study of

molecular complexes, design of which is inspired by the

components of natural photosynthesis, and covers research

from early triad reaction centers developed by the group of

Gust, Moore, and Moore to recent photoelectrochemical

systems capable of using light to convert water to oxygen

and hydrogen.
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conversion � Biomimicry � Sustainability

Abbreviations

NPP Net primary production of photosynthesis

HANPP Human appropriation of net primary

production of photosynthesis

OEC Oxygen evolving complex

NADPH Nicotinamide adenine dinucleotide phosphate

ATP Adenosine triphosphate

ADP Adenosine diphosphate

Pi Inorganic phosphate

P–Q Porphyrin–quinone

C–P–Q Carotenoid–porphyrin–quinone

C–P–C60 Carotenoid–porphyrin–fullerene

BPEA Bis(phenylethynyl)anthracene

DHI Dihydroindolizine

BT Betaine

TyrZ–His190 TyrosineZ–histidine190

PCET Proton coupled electron transfer

BiP Benzimidazolephenol

TCNP Tetracyanoporphyrin

FTO Fluorine-doped tin oxide

PEC Photoelectrochemical cell

CEPA 2-Dicarboxyethylphosphonic acid

Pg Petagram

APP Artificial photosynthetic production

Introduction

Human activity and especially our reliance on burning

fossil fuels has affected planet wide systems, resulting in a
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precarious future for the global ecosystem (Rockström

et al. 2009). The magnitude of the energy reaching the

Earth from the sun makes solar energy conversion a likely

part of any alternative energy future that does not rely on

the use of fossil fuel yet still satisfies society’s energy

demand (Armaroli and Balzani 2007). The immense scale

of solar irradiance, however, means little without an effi-

cient means of converting it to useful forms such as elec-

tricity or an energy-dense and transportable fuel.

Developing a system for converting an abundant and

readily available precursor into a fuel using solar radiation

as the sole energy input is the primary goal of artificial

photosynthesis (Bard and Fox 1995; Gust et al. 2009).

The motivation for and possible impact of the wide scale

use of artificial photosynthesis to meet human societal

energy needs can be illustrated with reference to Fig. 1.

Taking into account reflection and absorption of light by

the atmosphere, around 65,000 TW reaches the hydro-

sphere and 15,600 TW reaches land (Sorensen 2010).

Photosynthesis converts a portion of this irradiance into

energy stored in reduced carbon, with the net amount of

biomass produced in a year [net primary production (NPP)]

totaling *112 Pg of fixed carbon (Ito 2011). Converting

this amount of reduced biomass produced per year to a rate

of energy conversion using the conversion factor of

41.3 kJ g-1 of fixed carbon (Archer and Barber 2004)

yields an average rate of *156 TW, evenly distributed

between terrestrial and marine production (Cramer et al.

1999; Field et al. 1998; Ito 2011). This biomass in turn

supports nearly all life on the planet. Humans consume an

increasing portion, currently *25 % (Haberl et al. 2007).

An important issue we face is that human appropriation of

net primary production (HANPP) comes at the expense of

the remainder of biology, and continued population growth

will increase the human demand on NPP for food and

material. The conversion of land to support HANPP is

thought to be driving several Earth systems over boundaries

established by natural cycles operating on the geological

time scale (Barnosky et al. 2012; Rockström et al. 2009).

Therefore, any solar-to-fuel system must be vetted

against its impact on HANPP; an increase will accentuate

an already tenuous ecological situation (Barnosky et al.

2012; Rockström et al. 2009). Figure 2 outlines energy

accounts comparing terrestrial NPP, HANPP, the remain-

der of NPP after human harvest, and the current non-food

energy consumption of modern society. Part (a) illustrates

the current state: the human requisition of NPP sums to

20 TW (Haberl et al. 2007). Driving the global gross

domestic product currently consumes *17 TW, mainly

supplied by fossil fuels (IPCC 2011). Fully displacing

fossil fuels with crop-derived biofuel, as shown in (b), must

come directly out of NPP. Though carbon neutral, such a

scenario is not sustainable as HANPP would increase to

nearly 50 % NPP. Such a substantial consumption of the

total available terrestrial biomass would likely upend the

balance of life on the planet as it has been known for the

entirety of human existence. Alternatively, as shown in (c),

an artificial photosynthetic system (possibly including a

synthetic biological organism or photosynthetic microbe,

the culture of which does not displace native organisms or

crops) could supply human energy needs while not

depleting the biomass needed to support the global eco-

system. We term this converted solar energy APP or arti-

ficial photosynthetic production. This situation would have

to satisfy several caveats. For instance any such system

should occupy surface area already altered by human

activity and minimize the amount of additional land con-

verted for human use. This basic argument seeks not only

to focus just on the surface footprint needed to convert

solar irradiance to forms of energy usable by humans but

also to consider that any system should not compete for

sunlight or land currently used for food production or

accessible to nature. To do so will only increase HANPP

and further endanger the stability of the global ecosystem.

In order to exceed current productivity without

increasing HANPP, the field of artificial photosynthesis

seeks the development of solar-to-fuel systems capable of

converting light energy to chemical energy stored in a

dense, transportable fuel with efficiencies much greater

than those of natural photosynthesis. Such a system, as

Fig. 1 Solar radiation and photosynthetic conversion. Rates of solar

energy reaching various portions of the Earth system (Sorensen

2010). While *80,000 TW reach the surface of the Earth, only

15,600 TW fall on land. About half is within the wavelength range of

the photosynthetic pigments; a small fraction of this is stored as

chemical energy for the biosphere, i.e., NPP, at an average rate of

*156 TW
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opposed to that of solar-to-electricity (photovoltaic cells),

allows for the storage of solar energy and separates its

points of generation and utilization in both time and space.

As such, artificial photosynthesis can provide a direct

substitute for fossil fuels, which are ideal energy carriers

with respect to their high energy densities and easy

transport. Although designing and constructing such a

system comes with enormous challenges, the natural pro-

cess of oxygenic photosynthesis offers us a guide.

Oxygenic photosynthesis uses the energy of visible light

to carry out the oxidation of water and reduction of carbon

dioxide to form oxygen and reduced carbon fuel. Absorp-

tion of actinic photons by antennas and reaction center

pigments of the photosynthetic machinery initiates charge

separation and migration in the reaction center, generating

spatially separated oxidizing and reducing equivalents.

This conversion of solar energy into electrochemical

energy is followed by the production of oxygen from water

at the oxygen evolving complex (OEC), the generation of

reduced nicotinamide adenine dinucleotide phosphate

(NADPH), and creation of a proton gradient across the

thylakoid membrane. Dissipation of this proton motive

force across the membrane produces adenosine triphos-

phate (ATP) via ATP synthase, and ATP and NADPH then

power the dark reactions of the Calvin–Benson cycle

leading to the assimilation of CO2.

Artificial photosynthesis does not seek to reproduce the

natural process, but rather to adapt its basic science to meet

the needs of humans. Akin to the process of photosynthesis,

an artificial reaction center for solar fuel production needs

to absorb light in the visible and near-infrared, generate a

charge-separated state upon photo-excitation, spatially

separate and stabilize the charge-separated state, and then

transport the photo-generated oxidizing and reducing

equivalents to catalysts to carry out the chemical reactions

necessary for the production of a fuel (e.g., oxidation of

H2O and production of H2). In addition, efficient solar-to-

fuel systems incorporating abundant materials are para-

mount. The study of the underlying photophysical and

photochemical processes of model constructs and photo-

electrochemical cells will inform the design and aid in the

development of such systems.

Much of the research of the Gust, Moore, and Moore

group has centered on the development and study of arti-

ficial reaction centers with the ultimate objective of con-

structing solar-to-fuel systems. Here, we provide an

overview of this work from the first triad reaction centers to

the solar water splitting photochemical systems currently

under study. The focus of this review is intended as a

concise summary of how the group has approached the

major challenge of developing sustainable solar energy to

fuel technologies, a task that needs input from and is being

addressed by many research groups.

Molecular reaction centers

An artificial reaction center seeks to perform the same

photochemical processes as those observed in the natural

a

b

c

Fig. 2 Impact of human society on the NPP and the biosphere.

a Current impact of human society. NPP is estimated from a

consensus of recent models (Ito 2011) (NPP prior to industrialization

is indicated by the shaded extension to 82 TW) and transformed into

TW using a previous conversion (Haberl et al. 2007). HANPP is

indicated relative to the amount remaining for all biota (Haberl et al.

2007). Human energy demands are met using primarily fossil reserves

(black fill), while current renewable sources are designated as

renewable biofuels (green fill) and renewable nonbiofuels (dark blue

fill) (IPCC 2011). b Future scenario with complete replacement of

fossil fuels by biofuels (green fill), bioavailable NPP is reduced by

half, which has catastrophic effects on biodiversity. c Future scenario

with NPP enhanced by higher efficiency APP deployed within

existing footprint of human society, purple fill indicates enhance-

ments to productivity from APP
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system. With the ultimate goal of using light energy to

form a fuel, the key functions include: absorption of light

across the visible and near-infrared spectra, rapid and

efficient transfer of excitation energy from antenna pig-

ments to the reaction center, fast photoinduced charge

separation with quantum yields near unity, and prevention

of photodamage. Artificial constructs capable of emulating

many aspects of the photosynthetic process have been

studied, but developing complete systems capable of effi-

cient conversion of light energy into a fuel remains a

challenge. The work outlined below shows a research tra-

jectory aimed at this ultimate goal.

Triad reaction centers

Covalently linking two molecular analogs of the cofactors

involved in the photosynthetic reaction center (e.g., chlo-

rophylls, carotenoids, pheophytins, quinones) produces

some of the simplest artificial reaction centers. Study of

porphyrin–quinone (P–Q) constructs in particular guided

early work in the field carried out by many different

researchers. While a P–Q dyad could form the P�?–Q�-

charge-separated state with proper illumination, the extre-

mely fast decay of this state limits its usefulness (Gust and

Moore 1989). In the natural system, sequential electron

transfer steps following photoinduced charge separation

spatially separate positive and negative charges across a

substantial distance, which greatly slows recombination.

Following this design principle, incorporating a third

component, one thermodynamically competent for carrying

out a second electron transfer after photoinduced charge

transfer, proved essential for prolonging the lifetime of the

charge-separated state. Synthesis and subsequent study of a

carotenoid–P–Q triad (C–P–Q) (Moore et al. 1984) marked

a major improvement in stabilizing charge separation in an

artificial reaction center and established a platform for

engineering improved artificial reaction centers as well as

studying other processes characteristic of photosynthesis.

This first triad reaction center, compound 1, consisted of

a ditolylporphyrin covalently bonded via amide linkages to

a benzoquinone electron acceptor and a carotenoid sec-

ondary electron donor. Molecule 1 and subsequent car-

otenoporphyrin-acceptor triads characteristically adopt a

linear conformation in solution without folding of the

appended groups back over the plane of the porphyrin

(Gust et al. 1987; Moore et al. 1984). Transient spectro-

scopic studies of C–P–Q show that illumination with vis-

ible light (600 nm) generates the porphyrin first excited

singlet state, C–1P–Q, with a portion of this species then

decaying to the first charge-separated state, C–P�?–Q�-.

Competing with recombination, a second electron transfer

from the carotenoid to the porphyrin radical cation pro-

duces the final charge-separated state C�?–P–Q�-. Moni-

toring the transient absorbance of the oxidized carotenoid

moiety (in the 970 nm region) shows that the final charge-

separated state has a lifetime of 170 ns in dichloromethane,

increasing to 2.5 ls in electrolyte-saturated solvent.

Table 1 contains a summary of the results for 1 and several

Table 1 Final charge-separated state lifetimes, quantum yield for the formation of the final charge-separated state, and experimental conditions

for selected artificial reaction centers

Compound Solvent sa Ua kexcitation (nm) Reference

1 Dichloromethane 170 ns 0.04 600 Moore et al. (1984)

Dichloromethaneb 2.5 ls 0.25 600 Moore et al. (1984)

2 2-Methyltetrahydrofuran 60 ns 0.96 590 Bahr et al. (2000)

3 2-Methyltetrahydrofuran 57 ns 0.95 600 Kodis et al. (2004)

4 2-Methyltetrahydrofuran 170 ns 0.14 590 Liddell et al. (1997)

2-Methyltetrahydrofuranc 1.5 ls 0.10 590 Liddell et al. (1997)

5 2-Methyltetrahydrofuran 340 ns 0.88 590 Kuciauskas et al. (2000)

6 2-Methyltetrahydrofuran 1.3 ns 0.69 560 Kuciauskas et al. (1999)

7 2-Methyltetrahydrofuran 240 ns 0.86 560 Kodis et al. (2002)

8d 2-Methyltetrahydrofuran 8.9 ns 0.80 480 Kodis et al. (2006)

8e 2-Methyltetrahydrofuran 15.3 ns 0.96 480 Kodis et al. (2006)

9 1,2-Difluorobenzene 230 ps *1 480 Terazono et al. (2009)

11 Benzonitrile 3.8 ls 0.52 740 Megiatto et al. (2012)

a Lifetime and quantum yield given for the final charge-separated state of the respective reaction center
b Saturated with tetra-n-butylammonium tetrafluoroborate
c 77 K (all other values in table at room temperature)
d M = 2H (freebase form, see Fig. 5)
e M = Zn (Zn inserted form, see Fig. 5)
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other reaction centers described herein. The final state

preserves 1.1 eV of the 1.9 eV of the porphyrin first

excited singlet state (Gust et al. 1993a). The improved

stability of the final charge-separated state of this complex

relative to those of the preceding dyads resides in the

greater spatial separation, and therefore electronic decou-

pling, of the separated charges and the endergonic steps

hindering the overall energetically favorable charge

recombination.

The C–P–Q triad in turn provided a foundation for

further elaboration and improvement in reaction center

design and function. Several iterations of the triad reaction

center are shown in Fig. 3. Alterations of the electronic

coupling, as in changing the orientation of the amide linker

in 4 and 5 (Kuciauskas et al. 2000), redox properties (Kodis

et al. 2004), and type of acceptor moiety (Gust et al. 1991;

Liddell et al. 1997) in the reaction center led to triad

complexes with improved lifetimes and yields of the final

charge-separated state. The extension of the triad design

led to the creation of tetrad and pentad complexes which

demonstrated the feasibility of carrying out multiple elec-

tron transfer steps across larger complexes resulting in

greater spatial separation of the charges and long lifetimes

for the charge-separated state (Gust et al. 1993b; Gust et al.

1990; Gust et al. 1988a, b).

The introduction of a fullerene electron-accepting unit in

place of a quinone advanced the performance of the artificial

reaction centers (Liddell et al. 1997). Although, not observed

in any known biological system, the use of a fullerene

acceptor moiety offers definite advantages in imitating the

photochemical processes observed in natural photosynthe-

sis. With small solvent and internal reorganizational energies

upon reduction and relative insensitivity of the radical anion

to the solvent dielectric constant compared to quinones,

fullerenes perform remarkably well in reaction center con-

structs (Imahori et al. 1996; Liddell et al. 1997, 1994). In

comparison with triad complexes employing quinones, those

with fullerene acceptor moieties in general show more rapid
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Fig. 3 Chemical structures for triad reaction centers 1–5

Photosynth Res (2014) 120:59–70 63

123



photoinduced charge separation and slower charge recom-

bination, can perform charge separation in a variety of sol-

vents and even at low temperature in glasses (Kuciauskas

et al. 2000; Liddell et al. 1997), and can recombine to triplet

excited states rather than the ground state (Kodis et al. 2004;

Liddell et al. 1997). Such behavior is characteristic of the

natural system, making fullerenes an ideal example where

compounds alien to biology can substantially aid in the

development and performance of overall biomimetic artifi-

cial systems (Kodis et al. 2002).

The first iteration of the C–P–C60 based triad featuring a

b-alkyl substituted porphyrin, 4, formed the final C�?–P–

C60
�- state with a yield of 0.14 in 2-methyltetrahydrofuran

(Liddell et al. 1997). Spectroscopic studies showed that the

decay of this state, with a lifetime of 170 ns, led to the

formation of the carotenoid triplet state, 3C–P–C60. Pro-

gressive molecular engineering of the complex by intro-

duction of a lower potential carotenoid (compare 4 and 5)

(Kuciauskas et al. 2000), introduction of a ditolylporphyrin

in 2 (Bahr et al. 2000), and then dimesitylporphyrin in 3

(Kodis et al. 2004) steadily improved the performance of

the reaction center, producing complexes capable of

obtaining quantum yields for the final charge-separated

state near unity. The trajectory of triad reaction centers

from the first C–P–Q complexes to the later fullerene-

containing analogs demonstrated the ability of synthetic

molecular constructs to transform efficiently light energy to

chemical potential with charge-separated state lifetimes

long enough for conversion of the conserved excitation

energy to a useful form, for example by formation of

chemical bonds or generation of a pH gradient across a

membrane (Steinberg-Yfrach et al. 1997, 1998).

Antenna-reaction centers

The single chromophore in a triad reaction center limits the

total usable region of the spectrum; nature, by contrast,

employs several different pigment molecules such as

chlorophylls, carotenoids, cyanobilins, and erythrobilins

for wide coverage of the solar spectrum. In the photosyn-

thetic process, antenna pigment-protein complexes absorb

most of the actinic light and channel the resultant excita-

tion energy to the reaction center leading to charge sepa-

ration (Blankenship 2002).

In an artificial context, multiporphyrin antenna-reaction

center complexes provided the basis for later multichro-

mophore arrays and also established a means of studying

energy transfer to a reaction center. An antenna moiety

consisting of four Zn(II)tetrarylporphyrins—a central

Zn(II)porphyrin connected to the meso positions of three

peripheral porphyrins—was attached to a free base por-

phyrin-fullerene reaction center [(PZP)3–PZC–P–C60, 6].

This system established the feasibility of specifically

exciting the antenna to induce charge separation in the

attached reaction center (Fig. 4) (Kuciauskas et al. 1999).

Optimizing the design of the (PZP)3–PZC–P–C60 reaction

center by replacing the diarylporphyrin of 6 with tetra-

arylporphyrin in 7, and thereby increasing the potential of

the electron donating porphyrin, provided more thermo-

dynamic driving force for electron transfer from the

antenna porphyrins to the radical cation of the freebase

porphyrin and led to a hole delocalization in the antenna

and longer lifetime of the final charge-separated state

(Kodis et al. 2002). The structural differences between 6

and 7 also led to different HOMO orbital types in the

freebase porphyrin moieties: the b-alkyl substituents of the

freebase porphyrin in 6 induce an a1u-type HOMO with

nodes at the meso positions, whereas the freebase por-

phyrin of 7 without b substituents and mesityl groups at the

10,20-meso positions exhibits an a2u-type HOMO with

lobes at the meso positions. These differences in the

HOMO orbital structure combined with the steric influence

of the b-alkyl groups of 6, which results in an increased

average dihedral angle and less p–p overlap between the

meso aryl group and the porphyrin macrocycle, also create

a substantial increase in the rate of singlet–singlet energy

transfer rates, better antenna function, and increased

quantum yield of final charge separation for 7 as compared

to 6 (Kodis et al. 2002). Extending the concept of this

design, an antenna-reaction center complex comprised of

five bis(phenylethynyl)anthracene (BPEA) antenna mole-

cules linked to a hexaphenylbenzene core and covalently

linked to a porphyrin–fullerene complex 8 (Fig. 5), carried

out efficient charge separation with better coverage of the

spectrum from 430 to 480 nm (Kodis et al. 2006).

Further elaboration of the antenna-reaction center came

with the development of complex 9 (Fig. 6), consisting of

several different chromophore moieties. Centered on a

hexaphenylbenzene core, two BPEA, two borondipyrro-

methene, and two Zn(II)tetraarylporphyrin dyes comprised

an antenna complex with coverage across the visible spec-

trum (Terazono et al. 2009). Coordination of a dipyridyl

functionalized fullerene to the two adjacent Zn(II)porphy-

rins of the antenna complex completed the formation of a

multiantenna-reaction center complex 9. Excitation of any

of the antenna pigments in the complex leads to rapid light-

induced electron transfer to the fullerene. Developing

molecular design strategies for broad spectral coverage with

funneling of excitation energy to charge transfer centers,

such as those outlined above, plays a central role in the

development of efficient solar-to-fuel systems.

Photoregulation

During photosynthesis, the process of non-photochemical

quenching enables the organism to avoid the buildup of
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energetic, and damaging, intermediates that would other-

wise form under high light intensities (Horton et al. 2012;

Müller et al. 2001). Avoiding destructive intermediates

formed under such conditions could likely increase the

longevity of artificial systems in a similar manner. A

pentad reaction center, consisting of a porphyrin primary
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donor, fullerene acceptor, two antenna pigments, and a

dihydroindolizine (DHI) photochrome control moiety,

demonstrated the ability of an artificial reaction center to

reversibly change the quantum yield of charge separation

based on the intensity of incident light (Straight et al.

2008). Under low white light levels, in which the DHI

exists primarily in the closed form, the reaction center

carries out light-induced charge separation with a quantum

yield of 0.82. Under high white light intensities, the

quantum yield of a solution of the pentad decreases to 0.27

as photoisomerization converts some of the photochrome

to its open, betaine form (BT), a conformation competent

for rapidly quenching the porphyrin excited singlet state by

energy transfer. Upon forming BT at high white light

intensities, the quenching of the porphyrin excited state

prevents charge separation in the reaction centers of the

isomerized molecules, markedly reducing the overall

quantum yield for this process.

Charge separation across a membrane

Along with light capture and formation of a charge-separated

state, an artificial solar-to-fuel system must convert incident

light energy to some other useful form. In photosynthesis,

photoinduced charge transfer across the thylakoid mem-

brane is coupled to proton shuttling across the bilayer,

thereby establishing a proton gradient. Dissipation of the

proton imbalance back across the membrane then drives the

production of ATP via a transmembrane ATP-synthase

enzyme. Producing constructs capable of mimicking this

process can offer insight into the design and development of

artificial systems for solar energy conversion.

A study to this end demonstrated that illumination of a

phospholipid bilayer impregnated with C–P–Q type reac-

tion centers and separating a solution containing a sacrifi-

cial electron donor from that with an acceptor species

results in the passage of photocurrent in a circuit bridging

the bilayer membrane (Seta et al. 1985). Building off this

work, imbedding a similar C–P–Q type reaction center in

the bilayer of a liposome set the basis of a system capable

of pumping protons across the lipid layer (Steinberg-Yf-

rach et al. 1997). The overall amphiphilic nature of the

C–P–Q complex used directs the asymmetric insertion of

the reaction center into the liposome with the carotenoid

moiety toward the interior and the more polar quinone to

the exterior. Excitation of the complex generates an oxi-

dizing potential inside and a reducing potential around the

periphery of the liposome. A freely diffusing quinone

electron/proton carrier within the membrane of the lipo-

some with a midpoint potential between that of the oxi-

dized carotenoid and reduced quinone moieties of the

reaction center shuttles protons across the membrane,

resulting in the acidification of the interior of the liposome.

This results in the creation of a light-induced potential

gradient across the bilayer.

In order to harness the proton motive force generated

in this system, a CF0F1-ATP synthase was incorporated

into the liposome along with the reaction center and

redox mediator components (Steinberg-Yfrach et al.

1998). With proton translocation driven by the photo-

cycle described above, dissipation of the pH gradient

coupled to the catalytic conversion of ADP and Pi to

ATP as carried out by the CF0F1-ATP synthase resulted

in the net conversion of incident light energy into that of

a high-energy chemical species. Quantitative analysis of

the system reveals that in low light the absorption of 14

photons results in the production of 1 ATP molecule

and, with illumination by 633 nm light, roughly 4 % of

the absorbed energy is conserved in the form of a

chemical bond.

In a subsequent study, the same C–P–Q reaction center

was used in conjunction with a quinone-like molecule,

ability to bind Ca2? of which is modulated by the redox

status (Bennett et al. 2002). This system was capable of

pumping Ca2? ions against a concentration gradient by the

asymmetric arrangement of the C–P–Q reaction center in

liposomes. Although the quantum yield was only 1 %, a

significant electrical potential was measured across the

membrane extending Mitchell’s mechanism of accumu-

lating membrane potential using a redox loop to divalent

cations in addition to protons.
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Mimicking proton control during electron transfer

The TyrosineZ–Histidine190 (TyrZ-His190) pair of photo-

system II (PSII) is thought to undergo proton-coupled

electron transfer (PCET) as it serves as an electron transfer

mediator between P680 and the OEC (Faller et al. 2003;

Rappaport and Diner 2008). The interaction between TyrZ

and His190 likely serves to tune the potential of the tyro-

sine residue so that it lies between that needed for the

reduction of the photogenerated P680
? and the potential for

oxidizing the OEC. Serving as an intermediary between

P680 and the OEC, TyrZ–His190 prevents charge recom-

bination that would otherwise compromise the catalytic

activity of the Mn4O5Ca cluster of the OEC. This is

especially important given that four oxidizing equivalents

must accrue on the OEC to carry out the oxidation of one

molecule of water. To improve artificial systems, utilizing

a similar design feature could also aid in preventing back

electron transfer after photoinduced charge separation.

With the natural system as a template, we designed a

porphyrin construct 10 (Fig. 7) bearing a benzimidazol-

phenol (BiP) moiety with the phenolic hydrogen capable of

forming a hydrogen bond with the lone pair electrons of the

imidazole nitrogen (Moore et al. 2008, 2010). Chemically

functionalizing the porphyrin to adsorb to the surface of a

colloidal TiO2 nanoparticle enables the assembly of 10 as

shown in Fig. 7. This molecule–nanoparticle complex is

reminiscent of the triad reaction centers discussed earlier,

consisting of a porphyrin light absorber (PF10), TiO2 pri-

mary electron acceptor, and BiP electron donor (Moore

et al. 2008). Electron paramagnetic resonance studies of

this complex reveal phenoxyl radical formation in the

complex upon excitation of the porphyrin as a result of

light-induced charge separation. Given that the potential

for the oxidation of the BiP moiety lies at 1.00 V versus

SCE, the photo-formed BiP�?–PF10–TiO2
�- state is ther-

modynamically competent for water oxidation.

A continuation of this study led to the development of

11 (Fig. 7), a fully organic triad complex with a tetracy-

anoporphyrin (TCNP) serving as the primary acceptor in

place of a TiO2 nanoparticle (Megiatto et al. 2012). This

complex bears considerable similarity to the TyrZ–His190–

P680–PhoeD1 portion of the electron transport chain in PSII.

Time resolved spectroscopic investigation of this reaction

center in benzonitrile reveals that with excitation of TCNP

the complex undergoes an initial electron transfer between

the PF10 and TCNP resulting in Bi–PhOH–PF10
�?–TCNP�-.

Competing with charge recombination, a second, rapid

electron transfer then occurs between the benzimidazol-

ephenol and oxidized PF10, presumably resulting in BiH?–

PhO�–PF10–TCNP�-. This state forms with a quantum yield

of 0.52 and persists with a 4 ls lifetime, which is longer

than those of many of the carotenoporphyrin–acceptor

reaction centers of prior studies. Presumably, the final

charge-separated state reflects transfer of the phenolic

proton to the nitrogen of the benzimidazole. Based on

reduction potentials for model compounds (Moore et al.

2010), the PF10
�? would not generate sufficient driving force

for the formation of the Bi–PhOH�?–PF10–TCNP�-,

implying a PCET leading to the formation of the BiH?–

PhO�–PF10–TCNP�- state. The long-lived charge-separated

state and high potential of the oxidized BiH?–PhO� (1.04 V

vs. SCE), make this reaction center type an ideal candidate

for incorporation into the photoanode of a photoelectro-

chemical device for light driven water splitting.

Employing reaction centers for water splitting

Thus far, we have illustrated artificial photosynthetic sys-

tems for light absorption and charge separation via pho-

toinduced electron transfer. Fuel production requires

‘‘wiring’’ such reaction centers to catalysts. One approach

to doing so is to combine electrode architectures reminis-

cent of those used in dye sensitized solar cells with artifi-

cial reaction centers to produce photoelectrochemical water

splitting cells.

In collaboration with the Mallouk lab, we developed a

photoanode composed of a transparent fluorine-doped tin

oxide (FTO) conductive glass support bearing a nanopar-

ticulate TiO2 semiconducting layer to which is adsorbed a

trisbipyridylruthenium(II) [Ru(bpy)3
2?]-hydrated iridium

oxide (IrOx�nH2O) complex (Fig. 8) (Youngblood et al.

2009). A photoelectrochemical cell (PEC) consisting of
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this electrode in combination with a platinum cathode in

aqueous solution demonstrated overall photolytic water

splitting to oxygen and hydrogen, with the application of a

small bias.

This system resembles a triad-type reaction center with a

Ru(bpy)3
2? light absorber and primary electron donor, a

TiO2 primary acceptor, and an IrOx�nH2O secondary

electron donor. Ideally, four sequential photocycle turn-

overs consisting of excitation of the Ru(bpy)3
2?, electron

transfer to the TiO2 resulting in current flow to the plati-

num counter electrode, and hole transport to the

IrOx�nH2O, results in the conversion of water to oxygen at

the IrOx�nH2O surface and production of hydrogen at the

platinum cathode. While overall water splitting was

observed, spectroscopic study of the system revealed that

the charge recombination from the TiO2 to the oxidized

dye occurred nearly an order of magnitude faster than the

forward electron transfer from the IrOx�nH2O to regenerate

the ground state dye. This charge recombination imposes a

major limitation on the performance of the system and

represents a critical area for improvement.

In PSII, TyrZ serves the function of charge transfer

mediator between P680 and the OEC and limits the occur-

rence of charge recombination. In order to address the

analogous recombination in our system, we turned to the

use of the benzimidazolephenol of the BiP–PF10–TiO2

triad (Fig. 7) as a redox mediator in the photoelectro-

chemical system. Chemically modifying the BiP with a

dicarboxylate functionality enabled the production of col-

loidal IrOx�nH2O particles decorated with both the BiP

mediator and 2-dicarboxyethylphosphonic acid (CEPA)

(Zhao et al. 2012). Study of a PEC similar to that of the

earlier work but using an FTO–TiO2 photoanode bearing

co-immobilized Ru(bpy)3
2? dye and BiP/CEPA–IrOx�nH2O

shows that the BiP mediator improves the performance of

the system. As compared to a cell without the mediator

(using only CEPA capped IrOx�nH2O), higher photocur-

rents and greater overall efficiency (about a factor of three)

are observed. Transient bleaching recovery traces showed

that the improved performance results from faster regen-

eration of the ground state dye from the first oxidized state

with the presence of BiP in the system (Zhao et al. 2012).

Thus, BiP serves a similar role to that of TyrZ in PSII by

preventing recombination losses after light-induced charge

separation.

Conclusion

This account shows our research group’s trajectory from

building simple molecular reaction center constructs to

developing complete systems for the conversion of solar

energy to a fuel. Efficient and economical systems which

can generate a sustainable fuel from sunlight and a widely

available precursor such as water are requisite to meeting

future human energy demand in a way that does not

endanger the diversity of life on the planet or the health and

wellbeing of its inhabitants. Developing and improving the

technologies for such systems represents a principal chal-

lenge of the modern world. The complications of fulfilling

energy demand requires a host of sustainable technologies

for varying locales. Certainly, solar energy will play a

substantial role, and chemical fuels provide the greatest

possible flexibility of usage.

We have pursued this challenge through the study of

artificial reaction centers designed to mimic aspects of

photosynthesis. As the only process capable of converting

solar energy to a chemical fuel on a planet wide scale,

photosynthesis provides a model for doing so by artificial

means. The development and study of molecular reaction

centers has culminated in the development of a first gen-

eration of dye-sensitized PECs for solar-to-fuel conversion.

Substantial work remains in advancing the viability of this

system. For instance, we are exploring the synthesis and

use of new dye-catalyst constructs (Sherman et al. 2011)

and catalytic materials based on more abundant elements

(Wee et al. 2011). Ultimately, the grand challenge of

supplying sustainable energy requires contributions from

many researchers and all fields of science; our best hope

lies in developing a range of renewable energy technolo-

gies and contributing to a well informed and well equipped

global society.
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A photoelectrochemical biofuel cell has been developed which incorporates aspects of both an
enzymatic biofuel cell and a dye-sensitized solar cell. Photon absorption at a porphyrin-sensitized
n-type semiconductor electrode gives rise to a charge-separated state. Electrons and holes are shuttled
to appropriate cathodic and anodic catalysts, respectively, allowing the production of electricity, or a
reduced fuel, via the photochemical oxidation of a biomass-derived substrate. The operation of this
device is reviewed. The use of alternate anodic redox mediators provides insight regarding loss
mechanisms in the device. Design strategies for enhanced performance are discussed.

Introduction

Organisms use enzymatic catalysts to carry out the chemical
transformations essential for optimizing the forward transfer
of genes. Enzymes possess well-organized, three-dimensional
architectures selected to precisely stabilize the transition state
of a reaction, while controlling numerous factors including
electron and proton motion, the reactivity of intermediates, the
binding and release of substrate(s) and product(s), and the local
dielectric environment. The tight control of these parameters is
responsible for the successful operation of enzymes. In vivo, these
catalysts are capable of self-assembly and self-repair, allowing such
‘soft’ materials to constitute remarkably robust catalytic systems.
Moreover, enzymes typically operate under mild conditions, using
earth-abundant materials, yet catalyze chemical reactions with
high efficiency. Some of these reactions, such as water oxidation,
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carbon–carbon bond formation/scission, the redox chemistry of
N2, CO2 reduction, etc. continue to offer challenges in the design
of human-engineered catalysts for sustainable energy production
and use. These many remarkable features of enzymes make
them attractive targets for study and emulation. Over the past
several years, we have investigated the in vitro coupling of redox
enzymes to photochemically-generated oxidizing and reducing
equivalents in a hybrid photoelectrochemical biofuel cell.1-5 This
device combines aspects of both enzymatic biofuel cells6-13 and
dye-sensitized solar cells.14-18

In a conventional enzymatic biofuel cell, a biologically-derived
fuel is oxidized in vitro by enzyme catalysts, with the electrons
liberated during this process collected at an electrode and trans-
ferred to an external circuit.8,11,12 These electrons flow to a cathode,
where biological or inorganic catalysts facilitate the reduction of
an appropriate oxidant. Consequently, a portion of the chemical
energy stored in the biofuel (ultimately solar energy converted
by photosynthesis) is converted into electrical energy during the
controlled oxidation. Molecular oxygen typically serves as the
terminal oxidant, and biofuel cells thus represent a closed fuel
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cycle. Electrons liberated from water during photosynthesis (and
stored in the biofuel) recombine with molecular oxygen (in the
biofuel cell) to form water and release a fraction of the solar
energy that was initially responsible for formation of the biofuel.19

Due to the high specificity of enzymes, enzymatic biofuel cells
have the potential to operate without membrane separation of the
anodic and cathodic solutions.20,21 Maximum power densities are
generally in the 10-6 to 10-3 W cm-2 range,8 making enzymatic
biofuel cells capable of powering small electronic devices and
especially promising as implantable power sources for electrical
devices in vivo.7,21

In contrast, dye-sensitized solar cells (DSSCs) are capable of
converting solar to electrical energy without the intermediate
storage of energy/electrons in the chemical bonds of a biological
molecule. DSSCs rely upon the sensitization of a semiconductor
by a monolayer of dye molecules adsorbed at the semiconduc-
tor/electrolyte interface. High surface area, porous semiconductor
electrodes are typically used.14,22 As only a single-monolayer of
dyes in direct contact with the semiconductor is competent for
photo-induced electron transfer, the high surface area allows

for drastically improved light harvesting. Most typically an n-
type semiconductor is used, although DSSCs have also been
developed using p-type semiconductors.23 For a sensitized n-
type semiconductor, the absorption of light by an adsorbed
dye molecule gives rise to an excited state of the dye. Due to
the electronic coupling between the dye and the semiconductor,
as well as the high density of states near the semiconductor
conduction band edge, the excited state predominantly decays by
ultra-fast electron transfer to the semiconductor,24-27 giving rise
to a Dye∑+/Semiconductor∑- charge-separated state. The oxidized
dye molecule is reduced by an electron donor in the electrolyte.
The injected electron migrates to an underlying transparent
conductive oxide (TCO) electrode and travels through an external
circuit to a counter electrode. At this cathode, the electron
recombines with the oxidized form of the electron donor in the
electrolyte. The result is a photoinduced cyclic electron flow, with
no net chemical transformation occurring. Over the years, DSSCs
have received considerable attention as a low-cost photovoltaic
technology,16 with solar energy conversion efficiencies in excess of
11% reported.28
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The photoelectrochemical biofuel cell incorporates aspects of
both enzymatic biofuel cells and dye-sensitized solar cells (Fig. 1).
The system relies upon charge separation at a porphyrin-sensitized
n-type semiconductor photoanode, in close analogy with DSSCs.
Following photoinduced charge separation, the porphyrin radical
cation is reduced by b-nicotinamide adenine dinucleotide (NADH)
or by b-nicotinamide adenine dinucleotide phosphate (NADPH)
in the aqueous anodic solution, ultimately generating the oxidized
form of the mediator, NAD(P)+, after two electron transfers to the
photoanode. In turn, NAD(P)+ serves as a substrate for dehydroge-

Fig. 1 Schematic representations of (a) an enzymatic biofuel cell, (b) a
dye-sensitized solar cell, and (c) the photoelectrochemical biofuel cell. The
operation of these devices is as described in the text.

nase enzymes in the anodic solution, with the enzymatic oxidation
of a biofuel leading to the regeneration of NAD(P)H. The enzyme
catalyzed, and NAD(P) mediated, electron transfers between
the biofuel and the photoanode are reminiscent of enzymatic
biofuel cell operation.13 However, a larger open-circuit voltage is
theoretically achievable in the photoelectrochemical biofuel cell
because the photochemical step raises the energy of electrons
entering the external circuit at the anode.1 Unlike traditional
DSSCs, the extraction of electrons from the biomass-derived
substrate permits the photoelectrochemical biofuel cell to operate
with linear electron flow from anode to cathode. This linear
electron flow permits the production of either electricity or an
energy rich fuel depending upon the chosen cathodic reaction.
The energy for this process is provided both by incident photons
and the solar energy stored in the chemical bonds of the biomass
substrate.4 The study of this device provides insight regarding the
constraints of coupling redox enzymes to oxidizing and reducing
equivalents in a photochemical system.

Electricity generation in the photoelectrochemical
biofuel cell

As initially conceived, the photoelectrochemical biofuel cell
involved a monolayer of 5-(4-carboxyphenyl)-10,15,20-tris(4-
methylphenyl)porphyrin (P) adsorbed to a high surface area SnO2

layer deposited on a TCO electrode.1 This photoanode was bathed
in an aqueous solution containing an equilibrated mixture of
NAD(P)+, an appropriate dehydrogenase enzyme and a biofuel
substrate. Illumination with actinic photons resulted in the oxi-
dation of NAD(P)H, thereby providing the NAD(P)+ for further
oxidation of the biofuel via the dehydrogenase enzyme in solution.
When wired to a Hg/Hg2SO4 cathode (bathed in saturated
K2SO4), the open-circuit voltage was 0.75 V. The performance was
comparable with either methanol, ethanol, glucose, or glucose-
6-phosphate as the biofuel, demonstrating that the reduction of
the porphyrin radical cation depends only upon the availability
of NAD(P)H, regardless of its source. With appropriate enzymes,
methanol was oxidized in three steps (six electrons) to CO2, ethanol
was oxidized in two steps (four electrons) to acetate, glucose
was oxidized in one step (two electrons) to gluconolactone, and
glucose-6-phosphate was oxidized in two steps (four electrons) to
ribulose-5-phosphate and CO2.

Subsequent work using a TiO2-based photoanode demonstrated
a higher open-circuit voltage upon illumination (1.10 V), under
otherwise comparable conditions with glucose as the biofuel.2 The
increased open-circuit voltage is readily accounted for by the more
negative reduction potential of TiO2 as compared to SnO2. In
aqueous solution, both SnO2 and TiO2 exhibit a Nernstian 59 mV
per pH unit dependence of their reduction potential. At pH 8.0, the
TiO2 conduction band operates near -0.63 V vs. NHE,29-31 while
the SnO2 conduction band operates near 0.04 V vs. NHE.15,32,33 The
open-circuit voltage of the cell reflects the difference in potential
between the semiconductor quasi-Fermi level upon illumination
and the redox couple at the cathode. The increase in the open-
circuit voltage with TiO2 (0.35 V greater than with SnO2) is less
than the estimated difference in the flatband potentials of TiO2

and SnO2 (0.67 V difference), suggesting the presence of trap-
states positive of the TiO2 conduction band edge. In turn, the
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photoelectrochemical biofuel cell is relatively insensitive to the
choice of cathode, operating well with either a Hg/Hg2Cl2 (bathed
in saturated KCl, i.e. a saturated calomel electrode) or a Ag/AgCl
(bathed in saturated KCl) cathode, in addition to the Hg/Hg2SO4

cathode. However, the open-circuit voltage upon illumination is
greater with the higher potential Hg/Hg2SO4 cathode.

The photoelectrochemical biofuel cell gives negligible current
in the dark, and its function is therefore dependent upon the
photochemical formation of a charge-separated state (as described
above in the discussion of dye-sensitized solar cells). Fig. 2
shows transient absorption data for a porphyrin-sensitized TiO2

photoanode in aerobic buffer (pH 8). In the spectrum (inset), the
Q-band bleach and the broad absorbance from 650 to 750 nm are
consistent with P∑+, validating the formation of the P∑+/TiO2

∑-

charge-separated state. The formation of the charge-separated
state occurs within the pulse-width of the laser (4.8 ns) and cannot
be resolved. This is consistent with literature reports of porphyrin-
sensitized TiO2 DSSCs,34 which show electron injection into
TiO2 occurring on a sub-picosecond timescale.35 In the absence
of NADH, the charge-separated state exhibits a bi-exponential
decay, with lifetimes of 7.0 ms (48%) and 54.2 ms (52%), with P∑+

eventually decaying to the ground state via charge recombination.
The addition of NADH decreases the P∑+ lifetime to 2.0 ms (39%)
and 17.1 ms (61%) in the presence of 1 mM NADH, and to 850 ns
(44%) and 7.8 ms (56%) in the presence of 2 mM NADH. In
the presence of 3 mM NADH, the fast component could not
be resolved and the data were fit to a single exponential decay
with a 7.5 ms lifetime. These results demonstrate that the charge-
separated state is sufficiently long-lived to allow hole transfer
to NADH in solution, thereby generating NAD+ used for the
enzymatic oxidation of the biofuel.

Fig. 2 Transient absorption kinetic traces (650 nm excitation and 700 nm
probe) recorded for a porphyrin-sensitized TiO2 photoanode in aerobic
0.25 M Tris, 0.10 M KCl (pH 8.0) buffer, under open-circuit conditions at
20 ◦C. Kinetic traces were recorded in the presence of 0 mM ( ), 1 mM
( ), 2 mM ( ), and 3 mM ( ) NADH. The spectrum (inset) was recorded
in the absence of NADH, 4 ms after 532 nm laser excitation.

Due to quenching of the porphyrin radical cation via electron
transfer from NAD(P)H, the injected electrons in the TiO2

conduction band are free to migrate through an external circuit
to a cathode, thereby generating electricity. The choice of cathode
influences the open-circuit voltage of the cell. Fig. 3 compares the
performance of the photoelectrochemical biofuel cell operating

Fig. 3 Current–voltage curves recorded for a porphyrin-sensitized TiO2

photoanode (operating in 0.25 M TES, 0.10 M KCl (pH 7.8) buffer, with
5 mM NADH present); wired to either a Hg/Hg2SO4 (saturated K2SO4)
cathode (�), or an oxygen reducing platinum cathode ( ) operating in
0.25 M TES, 0.10 M KCl (pH 7.8) buffer. Both traces were recorded
under monochromatic illumination (520 nm, ~0.9 mW cm-2). The higher
open-circuit voltage observed with the Hg/Hg2SO4 cathode is attributable
to this cathode operating at a more positive potential.

with either a Hg/Hg2SO4 or a high surface area platinum (oxygen
reducing) cathode. The short-circuit currents are comparable, as
both cathodes have sufficient area to avoid limiting the current
density. The open-circuit voltage is higher with the mercury
cathode (V OC = 1.08 V) than with the platinum cathode (V OC =
0.85 V), indicating that the Hg/Hg2SO4 electrode operates at a
higher potential than the oxygen-reducing cathode. Interestingly,
the Hg/Hg2SO4 (saturated K2SO4) electrode operates at 0.64 V vs.
NHE, while thermodynamically the reduction of oxygen to water
occurs at 0.77 V vs. NHE (pH 7.8).36 Hence the data in Fig. 3
suggest that oxygen reduction occurs on the particulate platinum
cathode at an overpotential of ~ 0.36 V.

From an operational perspective, the oxygen reducing cathode
offers a significant advantage over the Hg/Hg2SO4 cathode since
molecular oxygen can be obtained from the ambient environment
and the reduction of O2, presumably to water,1 is environmentally
benign. Fig. 4 shows an action spectrum of the photoelectro-
chemical biofuel cell operating with an oxygen-reducing cathode.
The incident-photon-to-current-efficiency (IPCE) closely tracks
the light harvesting efficiency (LHE) of the photoanode across
the spectrum, which, in turn, is consistent with the absorption
spectrum of the porphyrin sensitizer dye in solution. This obser-
vation indicates that photon absorption by porphyrin-sensitizer
dyes initiates the photoinduced electron transfers which gives rise
to photocurrent and photovoltage.

Hydrogen generation in the photoelectrochemical
biofuel cell

When the TiO2-based photoelectrochemical biofuel cell operates
with the same platinum cathode, but under anaerobic conditions,
oxygen reduction is no longer feasible at the cathode. Under these
conditions hydrogen production becomes the relevant cathodic
process.3 Even though hydrogen production is readily observed,
the cell is not operating at optimum current and voltage. A V OC
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Fig. 4 Action spectrum of a porphyrin-sensitized TiO2 photoanode
(operating in 0.25 M TES, 0.10 M KCl (pH 7.8) buffer, with 8 mM
NADH present), wired to an oxygen reducing platinum cathode operating
in 0.25 M TES, 0.10 M KCl (pH 7.8) buffer. The incident photon to current
efficiency (IPCE, ) maxima correspond to the light harvesting efficiency
(LHE, ) maxima of the photoanode. The light intensity was ~ 1 mW cm-2

for each wavelength investigated.

of about 0.15 V was measured with the cathode equilibrated
with hydrogen at ambient pressure (hydrogen bubbles forming
just before V OC was measured). Driving hydrogen production
at this voltage implies that the cell was operating below Pmax.
Nevertheless, under these conditions energy as electromotive force
is transformed and stored in the chemical bond of the molecular
hydrogen product; any additional use of the electromotive force
would result in a decrease in the rate of hydrogen production.
Because H2 is among the most reducing species encountered in
biology,37 hydrogen production can be viewed as a proxy for
the synthesis of other high value fuels, such as reduced carbon
compounds. Moreover, the hydrogen itself could serve as a fuel or
be used in the production of liquid fuels.38

Fig. 5 demonstrates the photocurrent and hydrogen product
(detected by gas chromatography) generated upon illumination of
a porphyrin-sensitized TiO2 photoanode wired to an anaerobic
platinum cathode. Comparison of these two quantities reveals a
Faradaic efficiency for hydrogen production of 92%. This value is
a lower estimate, as some hydrogen product may have escaped
the cathodic cell prior to detection. Hydrogen generation in
the photoelectrochemical biofuel cell has been experimentally
demonstrated with electrons derived from NADH as a sacrificial
donor, or with the NAD+ product being recycled via the oxidation
of glucose or ethanol.3,4 Our previous use of methanol or glucose-
6-phosphate as the electron source for electricity generation1

suggests that the photoelectrochemical biofuel cell is capable of
reforming a wide-array of biofuel substrates into hydrogen gas.

Operation of the cell using a solution of ethanol and ac-
etaldehyde, against a platinum cathode under 1 atm of hydrogen,
has demonstrated that the photochemical formation of hydrogen
proceeds even when the process would be endergonic in the
dark (Ecell, dark ª -0.18 V).4 Thus, some fraction of the incident
photon energy can be stored in the hydrogen product during
the photochemical reformation process. Moreover, the energy
contained in chemical bonds of the initial biofuel itself ultimately
represents converted solar energy. Since the photoelectrochemical
biofuel cell is able to drive the NAD(P)+/NAD(P)H couple highly

Fig. 5 (a) The short-circuit photocurrent and (b) the hydrogen
product detected by gas chromatography, for a porphyrin-sensi-
tized TiO2 photoanode wired to an anaerobic platinum cathode;
both operating in 0.25 M Tris, 0.10 M KCl (pH 8.0) buffer.
The anodic solution contained 4 mM NADH ( , ), or 4 mM
NAD+/glucose dehydrogenase (GDH)/100 mM glucose ( , ). Con-
trols are shown for the NAD+/GDH/glucose solution operated in the
absence of light ( , �), porphyrin ( , ), glucose ( , ), GDH
( , ) or NAD+, GDH, and glucose ( , ). Broadband illumination
was provided by a filtered Xe arc lamp (460 nm < l < 1100 nm, ~ 130
mW cm-2). Data represented in this figure were originally reported in
reference 3.

oxidizing,4 there is the possibility of oxidizing low-value waste
biomass while storing solar energy in a high-value reduced fuel
(hydrogen).

Following our preliminary report of hydrogen production at
an anaerobic platinum cathode,3 this process was subsequently
demonstrated using an [FeFe]-hydrogenase as the cathodic catalyst
in the photoelectrochemical biofuel cell.5 The selected [FeFe]-
hydrogenase, HydA, from Clostridium acetobutylicum (CaHydA)
is a soluble 65.4 kD homolog of the Clostridium pasteurianum
[FeFe]-hydrogenase CpI (70% identity),39 for which crystal struc-
tures have been determined.40,41 Mature CaHydA contains the
[6Fe-6S] H-cluster active site,42,43 and is predicted to contain an
additional [2Fe-2S] and three [4Fe-4S] accessory clusters based on
homology with CpI. CaHydA catalyzes the reversible interconver-
sion between protons and molecular hydrogen with a high turnover
rate and specificity.42,44 Due to inhibition by molecular oxygen,
CaHydA must be handled under strictly anaerobic conditions
to preserve the catalytic activity.44,45 In recent years, considerable
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attention has been devoted to understanding and addressing the
oxygen sensitivity of hydrogenase enzymes.45-53

In vivo, the accessory iron-sulfur clusters of CaHydA likely
serve as a pathway for electron transfers between external redox
partners and the active site. When non-specifically adsorbed to a
carbon electrode in vitro, one or more populations of the enzyme
are favorably oriented for direct electron transfers between the
electrode and the active site, presumably via the same acces-
sory iron-sulfur clusters. The electrochemical characterization of
CaHydA has previously been reported.5,52 The interested reader is
also referred to many excellent reviews of direct enzyme electro-
chemistry, especially pertaining to hydrogenase electrodes.49,54-58

For the purpose of this discussion, it is sufficient to note that
both hydrogenase and platinum behave as reversible catalysts
for hydrogen production, operating with little overpotential.59,60

The current densities for CaHydA electrodes are ~ 35% of those
obtained at platinum.5 With sufficient cathodic catalyst present,
both platinum and hydrogenase cathodes can maximize the current
response of the photoanode. Hence the photocurrent is nearly
indistinguishable in the two cases (Fig. 6).

Fig. 6 The short-circuit photocurrent for a porphyrin-sensitized TiO2

photoanode wired to a carbon felt ( ), carbon felt/CaHydA ( ),
or platinum foil ( ) cathode; operating in 0.10 M sodium phosphate
(pH 7.0) buffer, with 10 mM NADH in the anodic solution. In each
case, the electrochemically active surface area of the cathode was ~
3.5 cm2. Illumination was provided by a light-emitting diode (lmax =
520 nm, peak width at half-height = 50 nm, 3 mW cm-2). For the carbon
felt/CaHydA electrode, an adsorbed hydrogenase film was formed and
excess hydrogenase (1.6 U mL-1) was then maintained in the cathodic
solution. Data represented in this figure were originally reported in
reference 5.

The rate of hydrogen production (i.e. current) in the anaerobic
photoelectrochemical biofuel cell is a function of the pressure of
hydrogen gas above the cathodic solution, an effect demonstrated
in Fig. 7. In this experiment the black I–V curve was recorded for
the photoanode under potentiostatic control in a standard three-
electrode configuration. As the potential of the underlying TCO
electrode is swept to more negative values, the electron density
in this conductor, and in the TiO2 film, increases. Increased occu-
pancy of sub-bandgap and conduction band states of the TiO2 film
has been correlated with increased rates of charge recombination
at the photoanode surface.61,62 Charge recombination can occur
between conduction band electrons and an oxidized species at the
photoanode surface. As the number of conduction band electrons

Fig. 7 Data demonstrating the effect of hydrogen ‘back-pressure’ on
the photoelectrochemical biofuel cell performance. A current–voltage
profile (n = 5 mV s-1) was obtained for a porphyrin-sensitized TiO2

photoanode under illumination (l = 520 nm, 3 mW cm-2) ( ), and
in the dark (---), under potentiostatic control with a platinum counter
electrode and Ag/AgCl (saturated KCl) reference. Overlaid on the I–V
profile is the short-circuit current obtained for the photoanode wired to
a carbon felt/CaHydA ( ), or platinum ( ) cathode in a two-electrode
configuration, under 520 nm illumination (3 mW cm-2) with the pressure
of H2 above the cathodic solution stepped to higher values. The inset
shows the raw hydrogen ‘back-pressure’ data before being converted to V
vs. Ag/AgCl by the Nernst equation. The conditions of the experiment are
the same as those in Fig. 6. Data represented in this figure were originally
reported in reference 5.

increases, so too does the probability of charge recombination. At
a sufficiently negative potential, corresponding to the quasi-Fermi
level of the TiO2 under illumination, the current goes to zero. This
potential defines a limit for the cathodic redox couples that are
accessible in the photoelectrochemical biofuel cell under a given
illumination regime.

Fig. 7 also contains data points measured in a two-electrode
configuration for the photoelectrochemical biofuel cell operating
at short circuit with either an anaerobic platinum or hydrogenase
cathode under varying partial pressures of hydrogen gas. The good
agreement between data obtained under potentiostatic control and
at short-circuit in the photoelectrochemical biofuel cell confirms
that both platinum and hydrogenase are reversible catalysts oper-
ating at the formal potential of the solution. Increasing the partial
pressure of hydrogen shifts the formal potential of the H+/H2

redox couple to more negative values, having the same effect as
applying a more negative bias to the photoanode in isolation.
Moreover, even at low hydrogen partial pressures, hydrogen
production in the photoelectrochemical biofuel cell requires the
photoanode to operate near the ohmic tail of the I–V curve (far
left of curve). Consequently, the accumulation of the hydrogen
product has a deleterious influence on the overall rate of hydrogen
production. The impact of the position of hydrogen production
on the I–V curve of the photoanode is also evident in the low
IPCE values observed under anaerobic conditions,4 relative to
those when operating for electricity generation under aerobic
conditions (Fig. 4). Overall, the data in Fig. 7 demonstrate that the
photoelectrochemical biofuel cell is able to pressurize hydrogen in
excess of two atmospheres. The data also suggest that a redesign
of the photoanode with a sensitizer dye/semiconductor pair that
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could operate at more negative potentials could substantially
improve the rate of hydrogen production.

Influence of the anodic redox mediator

The use of NAD(P)H as the anodic redox mediator in the
photoelectrochemical biofuel cell has important implications for
the performance. This is especially true at the low potentials
required for hydrogen production. To better understand the role
played by the anodic redox mediator, the performance of the
cell was compared when using NADH or 1,4-hydroquinone as
a sacrificial electron donor in the anodic solution.4 The operation
of a dye-sensitized photoanode from an aqueous solution of
hydroquinone has been reported in the literature.63-65 For our initial
comparison, the photocurrent response of a porphyrin-sensitized
TiO2 photoanode was monitored as a function of the NADH
or 1,4-hydroquinone concentration, with the photoanode poised
at 0 V vs. SCE. In both cases, the photocurrent was essentially
saturated in the presence of 10 mM of the sacrificial electron donor
(Fig. 8). The maximum photocurrent with 1,4-hydroquinone was
approximately 25% of that achieved with NADH.

Fig. 8 Photocurrent for a porphyrin-sensitized photoanode, operating
at 0 V vs. SCE, as a function of the concentration of the sacrificial
electron donor: NADH (�), or 1,4-hydroquinone ( ). For NADH, the
photoanode operated in 0.25 M Tris, 0.1 M KCl (pH 8.0) buffer. For
hydroquinone, the photoanode operated in 0.1 M KCl, 25 mM each
of citrate, phosphate, borate (pH 6.0) buffer. Broadband illumination
(460 nm < l < 1100 nm, ~ 30 mW cm-2) was provided by a filtered
Xe arc lamp. Data represented in this figure were originally reported in
reference 4.

As shown in Fig. 9, the NADH and 1,4-hydroquinone electron
donors were further tested with increasing concentrations of the
oxidized form of the redox couple (NAD+ or 1,4-benzoquinone,
respectively) present in the anodic solution. If the oxidized redox
mediator participates in electron recombination reactions at the
photoanode surface, then the photocurrent would be expected to
decrease with increasing concentrations of the oxidized species.
With NADH as the electron donor, an increased concentration
of NAD+ had little effect on the current. With hydroquinone
as the electron donor, the current decreased exponentially with
increasing concentrations of benzoquinone. Additionally, Fig. 10
displays the photocurrent for the photoanode operating with
the TCO electrode poised at different potentials under poten-
tiostatic control, with either NADH or 1,4-hydroquinone used

Fig. 9 Photocurrent for a porphyrin-sensitized TiO2 photoanode,
operating at 0 V vs. SCE with NAD+/NADH (�) or benzo-
quinone/hydroquinone ( ), as a function of the [Oxidized]/[Reduced]
ratio for the sacrificial electron donor in the anodic solution. The
conditions of the experiment are generally the same as those in Fig. 8.
For the present data, the [Reduced] was held constant at 10 mM, while
the [Oxidized] was varied from 0 to 50 mM. The data are the average of
three replicates, with error bars representing one standard deviation. Data
represented in this figure were originally reported in reference 4.

Fig. 10 Photocurrent for a porphyrin-sensitized TiO2 photoanode op-
erating under potentiostatic control, with a platinum counter electrode
and Ag/AgCl (saturated KCl) reference. The photocurrent was recorded
after 1 minute of illumination at each potential step using NADH (�)
or hydroquinone ( ) as the sacrificial electron donor. The experimental
conditions are the same as those reported in Fig. 8, with a 10 mM
concentration of either NADH or 1,4-hydroquinone in the anodic solution.
Data represented in this figure were originally reported in reference 4.

as a sacrificial electron donor. As is the case for Fig. 7, at a
sufficiently negative potential, charge recombination dominates
the performance and the photocurrent falls to zero. The point of
zero current determines the most reducing cathodic redox couple
accessible to the photoanode. This value is almost 400 mV more
negative when using NADH as compared to 1,4-hydroquinone. In
Figs. 8, 9, and 10 the anodic solution was buffered at pH 8 for work
with NADH, and at pH 6 for work with 1,4-hydroquinone, due to
the different pH optima for these redox mediators. Recalling that
the potential of the TiO2 conduction band shifts negative by 59
mV for each unit increase in pH, the two pH unit increase when
working with NADH can account for no more than a 120 mV
difference in the point of zero current. Hence, Fig. 10 reveals that
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the photoanode is capable of operating at lower potentials when
using the NAD+/NADH couple as the anodic redox mediator.

The preceding data indicate that both the photocurrent (Fig. 8)
and photovoltage (Fig. 10) decrease when operating the photo-
electrochemical biofuel cell with the benzoquinone/hydroquinone
redox couple. Further, the cell performance is quite dependent
upon the ratio of oxidized to reduced quinone in the anodic
solution (Fig. 9). These observations are consistent with facile
charge recombination between injected electrons and oxidized
quinone species, but not oxidized NAD species. In biology, both
NAD(P)H and hydroquinone operate as two electron carriers.
However, NAD(P) redox chemistry occurs by a concerted two-
electron/one-proton (i.e. hydride) transfer, while quinone redox
chemistry can occur as two discrete one-electron steps. In the
photoelectrochemical biofuel cell, both electron donation to the
oxidized porphyrin radical cation and charge recombination to the
oxidized redox mediator are one-electron processes. Mechanistic
consideration of the one-electron redox chemistry of NAD(P)H
and hydroquinone provides insight regarding charge recombina-
tion in the photoelectrochemical biofuel cell.

The single-electron oxidation of NADH has been reported to
occur at 0.93 V vs. NHE.66 The NADH∑+ radical cation product
is highly acidic (pKa ~ -4) and spontaneously deprotonates to
form the neutral NAD∑ radical.67 In turn, the NAD∑ radical is
highly reducing and undergoes a single-electron oxidization at
potentials positive of -0.92 V vs. NHE.66 Due to instability of
the NAD∑ radical, the intermediate can decay by the following:
(1) disproportionation of two NAD∑ radicals to form one NADH
and one NAD+ molecule, (2) dimerization followed by oxidation
of the dimer, (3) electron donation to a second porphyrin radical
cation, or (4) direct electron donation to the TiO2 conduction
band or TCO electrode.67,68 The low reduction potential for the
NAD+/NAD∑ transition imposes a large activation barrier for
charge recombination via the single-electron reduction of NAD+

in solution. Further, the high acidity of the NADH∑+ radical cation
disfavors the one-electron/one-proton reduction of NAD∑ to
NADH. Consequently, the oxidized NAD species are not suitable
electron acceptors for charge recombination at the photoanode
surface.

In comparison, for 1,4-hydroquinone (pKa1 = 9.9, pKa2 =
11.4)69,70 in a buffered pH 6.0 solution, the single-electron oxi-
dation occurs at 0.58 V vs. NHE.71 Since the doubly-protonated
semiquinone radical (QH2

∑+) has an estimated pKa ª -1,72,73 and the
singly-protonated semiquinone radical (QH∑) has a pKa of 4.1,71

the one-electron oxidation of 1,4-hydroquinone primarily leads to
the formation of the semiquinone radical anion (Q∑-) under the
indicated solution conditions. At pH 6.0, the semiquinone radical
anion can subsequently undergo a single-electron oxidation (Em =
0.10 V vs. NHE) to yield the final 1,4-benzoquinone product.71

Once again, instability of the semiquinone intermediate allows for
the disproportionation of two semiquinones to form hydroquinone
and benzoquinone, with the equilibrium strongly disfavoring the
semiquinone in aqueous solution near neutral pH.71-74 Based upon
these considerations, both the semiquinone and quinone oxidation
products are thermodynamically poised to accept electrons from
either the TiO2 conduction band or exposed regions of the TCO
substrate.

These thermodynamic and kinetic properties of the
NAD+/NADH and benzoquinone/hydroquinone redox media-

tors highlight favorable aspects of using the NAD+/NADH couple
in the photoelectrochemical biofuel cell. An initial observation
is that the NAD∑ intermediate is sufficiently reducing to donate
an electron directly to either the TiO2 conduction band or to
exposed regions of the TCO substrate. This process has not
been experimentally verified, and would be in competition with
the rapid disproportionation of NAD∑ and NADH∑+ radicals.68

Nevertheless, the possibility of a secondary dark electron transfer
to the electrode cannot be discounted. Such a process could allow
up to two electrons to transverse the external circuit per absorbed
photon, thus offering the intriguing possibility of obtaining a
quantum yield greater than unity. In contrast, with hydroquinone
as the electron donor, the oxidized quinone intermediates are not
sufficiently reducing to donate directly an electron to either the
TiO2 conduction band or to the TCO electrode when producing
hydrogen. A second point is that NAD+ and NAD∑ are unfavorable
acceptors for charge recombination reactions. Consequently,
with NADH as the anodic mediator, charge recombination to
solution75 is essentially eliminated, although charge recombination
with oxidized sensitizer dyes16,17,76 remains a potential source
of inefficiency. In contrast, the oxidized quinone species are
suitable acceptors for charge recombination. This recombination
process is the most likely explanation for the different perfor-
mance observed with NADH and hydroquinone in Figs. 8, 9
and 10.

Design strategies

The data in Figs. 7 and 10 reveal that operation of the photoanode
at the negative potentials required for hydrogen production limits
the quantum efficiency of the photochemical process. Using the
NAD(P)+/NAD(P)H redox couple, a large activation energy
precludes electron recombination to oxidized NAD(P) species
as a loss mechanism. Despite this irreversible oxidation at the
photoanode surface, the ultimate NAD(P)+ product is readily
reduced by dehydrogenase enzymes in the anodic solution. This
rectifying behavior of the NAD(P)+/NAD(P)H electron relay is an
important factor in the successful operation of the photoelectro-
chemical biofuel cell for hydrogen production. In broad strokes,
the kinetics with this mediator are reminiscent of the behavior
of the I3

-/I- redox couple in traditional DSSCs, in which I-

oxidation is kinetically facile relative to the reduction of oxidized
iodine species at the semiconductor/dye/electrolyte interface.77

The decreased performance of the photoelectrochemical biofuel
cell operating with the benzoquinone/hydroquinone relay is
then analogous to the poor performance of traditional DSSCs
operating with more reversible redox mediators, such as the
ferrocenium/ferrocene couple.77

However, the advantages of using the NAD(P)+/NAD(P)H re-
dox mediator are balanced against the high overpotential required
for NAD(P)H oxidation in the photoelectrochemical biofuel cell.
Thermodynamically, the NAD(P)+/NAD(P)H couple operates as
a two-electron mediator with a formal potential of -0.35 V vs.
NHE at pH 8.0. Nonetheless, in order to oxidize NAD(P)H via two
stepwise one-electron transfers, the dye radical cation must operate
near 1 V vs. NHE. Consequently, much of the 1.9 eV free base–
porphyrin excitation energy serves to supply the overpotential to
make NAD(P)H oxidation proceed at a sufficiently rapid rate.
This requirement for a highly oxidizing sensitizer dye constrains
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modification of the semiconductor/sensitizer dye pair used in the
photoelectrochemical biofuel cell.

An intriguing approach towards improving the cell performance
would be to modify the photoanode such that electrons are
shuttled from the biofuel to the porphyrin radical cation at
close to the thermodynamic potential of the NAD(P)+/NAD(P)H
redox couple (-0.35 V vs. NHE at pH 8). For this purpose, the
dehydrogenase enzyme active site could be wired directly to the
porphyrin radical cation,78,79 eliminating the need for the NAD(P)
electron relay. Alternatively, a second redox enzyme (such as
diaphorase)80 could be wired to the porphyrin radical cation, medi-
ating electron transfers from NAD(P)H. In both of these cases, the
enzymatic oxidation of biomass could occur as a concerted multi-
electron process operating near the thermodynamic potential of
the NAD(P)+/NAD(P)H couple, with redox cofactors within the
enzyme stabilizing the intermediates that would inevitably form
when interfaced with a one-electron photochemical oxidant.

Such modification of the photoelectrochemical biofuel cell
would allow considerable flexibility in the choice of a semiconduc-
tor/sensitizer dye pair. In particular, for the 5-(4-carboxyphenyl)-
10,15,20-tris(4-methylphenyl)porphyrin used as the sensitizer in
the work described, the P∑+/P transition occurs at 1.23 V vs.
NHE. Coupled with a 1.9 eV excitation energy, this places the
P∑+/P* transition of the first excited-singlet state of the dye at
-0.67 V vs. NHE, only slightly negative of the TiO2 conduction
band at pH 8.0 (~ -0.63 V vs. NHE).3 In turn, the TiO2 conduction
band is only modestly more reducing than the H+/H2 redox
couple, contributing to the decreased performance of the cell
under hydrogen backpressure (Fig. 7). However, if NAD(P)H
could be oxidized closer to -0.35 V vs. NHE, then highly reducing
semiconductor/sensitizer dye pairs could be explored; such as
naphthalocyanines81 in conjunction with semiconductors such as
SrTiO3 or ZrO2-doped TiO2.32,82-84 The outcomes of this modifica-
tion would be enhanced driving force for hydrogen production and
a decreased likelihood of charge recombination at a given partial
pressure of hydrogen. Further, with the dye radical cation needing
to operate only modestly positive of -0.35 V vs. NHE, considerably
less excitation-energy would be required to inject electrons into
an n-type semiconductor at a sufficiently reducing potential to
produce hydrogen with a good yield. Consequently, far-red light
absorbers could be studied that make better utilization of the solar
spectrum, possibly increasing the energy conversion efficiency of
the device.19, 85

At present, the energy conversion efficiency of the un-optimized
photoelectrochemical biofuel cell is understandably low, given the
large overpotential for NAD(P)H oxidation, the high probability
of charge recombination as hydrogen accumulates above the
cathodic solution, and the high energy content of the initial
biofuel substrate. Further, the in vitro enzyme catalysts in the
photoelectrochemical biofuel cell have demonstrated good sta-
bility in our laboratory;1 the long-term (t > 48 h) stability of
these enzymes has not been investigated. Nevertheless, the fact
that the energy stored in the biofuel ultimately represents solar
energy converted via natural photosynthesis, and the versatility
of the photoelectrochemical biofuel cell to oxidize a variety of
biomass substrates,1 leaves open the possibility of photochemically
reforming low-value waste materials into a high-value reduced
fuel. However, as currently demonstrated, there is only a modest
energy enhancement during the oxidation of biofuels, such as

ethanol, with the concomitant production of a more reduced fuel
such as hydrogen. Therefore, a second approach to improving
the overall cell performance would be to extract electrons from
a less energy-rich substrate, such as via the oxidation of water to
molecular oxygen.86,87

Part of the initial motivation for testing the benzo-
quinone/hydroquinone redox relay in the photoelectrochemical
biofuel cell was the hope of coupling the photoanode to the
natural water-oxidizing enzyme, photosystem II, in a hybrid,
dual-photosystem device. Such a situation has been previously
reported,88 with photosystem II particles immobilized at the
surface of a Ru-polypyridyl dye-sensitized TiO2 photoanode, and
an electrical connection between the two photosystems established
via a soluble benzoquinone/hydroquinone electron relay. The dis-
similar spectral coverage of the Ru-based dye and the photosystem
II chlorophylls allowed these dual photosystems to be placed in
optical series, increasing the utilization of incident solar photons.
Nonetheless, this system was only demonstrated to operate with
the photoanode poised at a modestly oxidizing potential (0.2 V vs.
SCE), and the immobilization of PSII was required to achieve
sufficiently high local concentrations of hydroquinone at the
photoanode surface.88 Our data suggest that charge recombination
would significantly diminish the performance of such a device if
wired to a low potential cathode for the photochemical splitting
of water to O2 and H2. In contrast, hydrogen production has been
reported for a dye-sensitized photoanode wired to a platinum
cathode, using hydroquinone as a sacrificial electron donor.89

In that work, the hydrogen product was not quantified and the
photocurrent observed with hydroquinone was substantially less
than with iodide as the electron donor. Nonetheless, the report
of hydrogen production in a DSSC from hydroquinone suggests
that control of the interfacial dynamics to minimize the access of
oxidized species in solution to the TiO2 surface and underlying
TCO conductor is a possible means of minimizing the charge
recombination reactions that were observed in our work.17,77, 90

One design strategy for the production of a high-value reduced
fuel from water would involve dual photosystems, tuned to operate
at reducing and oxidizing potentials, respectively. The reducing
photosystem could be designed as described above, such as with
a naphthalocyanine dye and Zr-doped TiO2 semiconductor. The
oxidizing photosystem could be designed with a higher-potential
SnO2 semiconductor, a highly oxidizing dye,91 and an appropriate
water oxidation catalyst.92,93 Interfacing these two photosystems
using an appropriate redox relay, such as the I3

-/I- couple, could
result in a dual photosystem device capable of photochemical fuel
production with electrons derived from water as a substrate.15,94-96

The ramifications of such a device could be relevant to addressing
societal energy concerns.19,97-99

Conclusions

The photoelectrochemical biofuel cell couples the photochemical
formation of a charge-separated state to the enzyme-catalyzed
oxidation of a biomass-derived substrate and the production of a
reduced fuel. Alternatively, the photochemical step can be coupled
to a high potential cathode for electricity generation. The energy to
drive these processes is provided both by incident photons and by
solar energy stored in the chemical bonds of the biomass-derived
substrate. Operation of the photoelectrochemical biofuel cell with

This journal is © The Royal Society of Chemistry 2009 Dalton Trans., 2009, 9979–9989 | 9987



a platinum cathode demonstrates that the transition between
electricity generation and hydrogen formation can be controlled
by the presence of oxygen in the cathodic solution. Com-
parison of the performance using either NAD(P)+/NAD(P)H
or benzoquinone/hydroquinone as the anodic redox mediator
demonstrates the influence of charge recombination in the photo-
electrochemical biofuel cell, and highlights the suitability of the
NAD(P)+/NAD(P)H couple for operation with a low-potential
cathode. Appropriate redesign of the photoelectrochemical biofuel
cell could in principle allow high rates of photochemical fuel
production using either low-value, waste biomass or water as the
anodic electron donor.
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Hydrogen storage in liquid organic heterocycles is feasible thermodynamically and is attractive in terms

of simplicity, safety, scalability, heat management and economy, but extensive catalyst development is

needed to bring it to fruition.
In his 1908 book, Worlds in the Making, Svante Arrhenius1

expanded on his 1896 prediction that industrial CO2 production

would eventually raise average global temperature. Doubling

atmospheric CO2 would, he believed, cause a 4 �C rise, a value

within the presently accepted range. Perhaps because he was

writing from a cool northern city, however, he felt this rise would

be a good thing.

We often hear lamentations that the coal stored up in the earth is

wasted by the present generation without any thought of the

future. We may find a kind of consolation that here, as in every

other case, there is good mixed with the evil. By the influence of the

increasing percentage of carbonic acid in the atmosphere, we may

hope to enjoy ages with more equable and better climates, espe-

cially as regards the colder regions of the earth, ages when the earth

will bring forth more abundant crops than at present, for the benefit

of a rapidly propagating mankind.1a

Few informed individuals still retain this optimistic view of

climate change, now much more often considered deeply prob-

lematic.2 Average energy consumption for the planet as a whole

has been estimated at 2 kW h per person,3 more than 80% based

on fossil fuel, leading to an injection of ca. 1013 kg of CO2 per

year into the atmosphere.

Efforts to alleviate CO2 production confront several problems.

Costs are obvious, prompt and local while benefits are putative,

delayed and global. It can be little wonder that the research
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budgets in this field are dwarfed by those for health and defense.

As the reality of the situation sinks in and climate disruption

becomes more obvious, climate change and alternative energy

may well become the dominant scientific problems of the century.

While a number of technical solutions appear plausible in

principle, the challenge of applying them on the required global

scale is daunting. For instance, to take just one likely scenario, in

a world based on nuclear power, transport would require either

light, highly efficient storage batteries or else some transportable

fuel that can be safely stored on board. In either case the

principle is the same—electrical energy is stored in chemical

form.

Taking a global view, transport is an increasingly energy-

intensive area, particularly with China and India rapidly indus-

trializing. Hydrogen has been suggested as a possible energy

carrier using an internal combustion engine (ICE) or fuel cell for

the motive power. Efficiency in an ICE is limited by the physics

of the Carnot cycle to approximately 25% while fuel cells escape

from this limitation and can have efficiencies above 50%.4 H2 is

currently generated mainly from fossil fuel with release of CO2,

so the relatively widespread demonstration transport vehicles,

usually advertised as ‘green’, do not yet achieve the stated goal.

Both nuclear-to-H2 and solar-to-H2 schemes have been proposed

to remedy this defect. Assuming H2 can be generated efficiently

by a CO2-free route or with CO2 sequestration, very hard

problems in themselves,5–7 we would next need a method for

hydrogen storage in vehicles.

Numerous reports have treated this problem3,4,7,8 so it will only

be necessary to summarize the major prior H2 storage

approaches. These are physical: (i) high pressure (HP) tanks; (ii)

cryogenic methods; or chemical: (iii) reversible absorption in

metal or main group hydrides; (iv) reversible absorption on

solids; and (v) storage in the form of metals that can liberate H2

from H2O. Current plans for future vehicles employ one of three

approaches, either (i), (ii) or (iii).

For a fuel-efficient automobile, 4–8 kg of H2 need to be stored

to match current consumer needs and expectations.3,4 High

pressure tanks are heavy and voluminous and may pose practical

problems. Just this month (Feb 2008) a major interstate highway

in the writer’s state was closed down for the whole day as a result

of an otherwise minor mishap without gas release involving

a commercial vehicle carrying high pressure H2. Nevertheless,

this is a cheap and readily reversible storage method and it is

available today.

Given the low critical temperature, 33 K, cryogenic storage

requires very low temperatures, implying a large energy loss from
This journal is ª The Royal Society of Chemistry 2008
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the liquefaction step. Apart from the weight penalty of the

cooling module, this method is not ideal for vehicles used only

intermittently because energy input is constantly required to

maintain cooling.

Chemical methods are advantageous in binding H2 at ambient

temperature and pressure but can suffer from lack of complete

and easy reversibility. The H2 release enthalpies that appear to be

most appropriate for automobile H2 storage lie in the range

15–25 kJ mol�1 and correspond to release temperatures in the

range of 0–100 �C. Carbon-based solids9 such as single walled

nanotubes10 (SWNTs) or microporous metal–organic frame-

works11 have shown attractive performance in room temperature

hydrogen absorption but the performance still needs to be much

improved before practical application can be envisaged. Metal

hydrides12,13 such as LaNi5, Mg2Ni or MgH2 have also been very

extensively studied. Although they have many attractive prop-

erties, the fact that they tend to employ relatively high atomic

weight elements means that few such metal hydrides are close to

meeting the very ambitious criteria set by the US Department of

Energy (DOE): 9% hydrogen by weight by 2015. For compar-

ison, one H stored per C atom leads to a gravimetric capacity of

7.1% but LaNi5H6 stores only 1.37%.

This gravimetric criterion has focused attention on the light

atoms of the Periodic Table, notably Li and B and on

compounds that hold more than one H per non-hydrogen atom.

One compound that fulfils both points is BH3NH3 (ammonia–

borane, or AB)14 and related materials.15 From its molecular

weight and polarity, AB would be a gas except for the strong

proton–hydride interactions present in the solid (m pt, 109 �C).16

If it were to lose all its H2 (19.6% theoretical capacity) it would

form boron nitride, an unpromising material for the regeneration

step needed for any storage/release cycle.

Thermal H2 release from BH3NH3 is straightforward, and

catalytic methods can also be successfully applied. Acid-cata-

lyzed, as well as transition metal-catalyzed release have recently

been reported.14 Catalytic AB dehydrogenation can give

BH3NH2BH2NH3, (H2NBH2)n (n¼ 3,5), (HBNH)3 or (HBNH)n
polymer. The regeneration step is not at all straightforward,

however.17

A related strategy based on light element salts involves boro-

hydrides,18,19 amidoborates20 or aluminohydrides. For example,

Zuettel and coworkers have investigated LiBH4, a hydride salt

containing 18 mass% of hydrogen. Hydrogen desorption was

catalyzed with SiO2 and 13.5 mass% of hydrogen was liberated

over the range 200–350 �C; LiBH4 regeneration proved chal-

lenging, however.21 Bogdanovic and Schwickardi19 demonstrated

reversible hydrogen storage with Ti-doped NaAlH4, where the Ti

acts as the catalyst. The LiBH4–LiNH2 system in which the

principal phase present is Li4BH4(NH2)3F, has also been

proposed.22

Perhaps not sufficiently considered in current approaches is

scalability. Any new technology would have to be applied on

a vast scale to make any impact on global climate. Assuming

a material having a 10% gravimetric capacity, 102 kg of material

would plausibly be needed for each of an assumed 109 vehicles

worldwide for a total of 1011 kg of storage material. On this basis,

elements that are not available on this scale may be unrealistic

candidates. According to the US Geological Survey Mineral

Resources Program,23 the 2007 world production values for
This journal is ª The Royal Society of Chemistry 2008
selected elements are: La, < 1.6 � 106 kg; B, 9 � 108 kg; Ni, 1.6 �
109 kg; Mg, 4 � 109 kg; Li, 2.5 � 1010 kg. In other cases, the

element or elements may be available in quantity but the chal-

lenges for production of such vast quantities of absorbent may

have been underestimated. This does not detract from the

scientific value of work on such materials, of course, particularly

where new principles emerge.

Liquid storage materials and heat management
strategy

Whatever the storage material, liquids have significant engi-

neering advantages over solids. They can be readily pumped not

just for distribution and delivery but also within the vehicle

during operation. This means that instead of heating the whole

storage tank, only a small aliquot would be pumped into the

catalytic dehydrogenation chamber for heating to reaction

temperature at any given time. This is also a safety consideration

in a collision, where it would be undesirable to have a large mass

of hot, reactive—perhaps even pyrophoric—material present in

the vehicles involved. Once dehydrogenated, the spent storage

material would pass back into the fuel tank and a partition would

move across the tank to allow the spent material that is being

pumped in to displace, but not mix with, the fresh material that is

being pumped out. At the fuel station, the spent material would

be off-loaded and the fresh material substituted in a similar

manner. Trucks that deliver fresh material to the fuel stations

would return the spent material for recharging with hydrogen.

The liquid strategy also employs a simple, light fuel tank, as

today, not a heavy duty tank capable of taking high pressure and

temperature as would be needed if the whole storage bed had to

be heated.

The properties of hydrogen make it most suitable for handling

within commercial facilities by trained personnel. A liquid

storage material thus has the further advantage that there would

be no free hydrogen in the public sphere. H2 has an exceptionally

high diffusivity, leading to an enhanced risk from leaks. It can

cause embrittlement of metals, generating greater potential for

leaks and complicating the engineering. A hydrogen flame is

essentially invisible thus presenting greater dangers than a flame

from other fuels. As an illustration, a standard method of

detecting H2 flames is to advance cautiously with a piece of paper

in an outstretched hand, the flame being located when the piece

of paper begins to burn.

An even more compelling argument for the liquid strategy is its

heat management benefits. When any storage material is hydro-

genated, large amounts of heat are necessarily generated. If this

happens in a solid bed of storage material, the exotherm will

require dissipation by cooling while the vehicle stands at the

fuelling station.Not only is this an energy loss to the global energy

balance of the strategy, but it means filling the vehicle will be

prolonged, and incompatible with the level of patience usually

encountered among the driving public, as well as detracting from

the profitability of the fuel station. If cooling is applied via

refrigeration to speed the filling process, the energy input required

would further degrade the energybalance of the systemas awhole.

This contrasts with the liquid strategy in which filling the vehicle

takes no more time than today and involves no exotherm. If the

hydrogenation step occurs in a commercial facility on a very
Energy Environ. Sci., 2008, 1, 134–138 | 135

http://dx.doi.org/10.1039/b805644g


Fig. 1 The liquid strategy showing how the presence of free hydrogen is

avoided in the public sphere. The exotherm of rehydrogenation of the

spent storage material can also be more efficiently recovered if produced

in a central facility on a large scale.
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large scale, as in the liquid strategy, then the exotherm is produced

in one place, where it can be at least partially recovered, rather

than in fuel stations throughout the city where it will typically be

lost. Fig. 1 illustrates the liquid strategy in more detail.

Organic heterocycle strategy

The possibility of storage of hydrogen in organic compounds has

been widely excluded from consideration because reversible, low

temperature H2 release has not been thought feasible. For

example, according to a standard review of the field.3

The second important criterion is reversibility of hydrogen

uptake and release. This criterion excludes all covalent carbon

hydrogen compounds as hydrogen is only released from carbon

hydrogen compounds if they are heated to temperatures above

800 �C or if the carbon is oxidized.

While this was a plausible argument based on much of the data

available at the time (2004), this analysis does not consider the

twin possibilities of catalytic H2 release and of chemical modifi-

cation of the ‘‘carbon hydrogen compounds’’ to favor low

temperature H2 release.

Catalysis was first considered for alkane–arene pairs, such as

decalin–naphthalene, but the endothermicity of the release step is

such that elevated temperatures are required for the thermody-

namics to become favorable. Saito and coworkers24 proposed

‘liquid film state’ conditions, a nonequilibrium technique which

allows much higher hydrogen production rates than in a batch

reaction. Similarly, a pulse-spray mode reactor has been adopted

by Ichikawa and coworkers.25 The highest rate, an impressive

3800 mmol g�1 Pt min�1, was obtained in the dehydrogenation of

cyclohexane over Pt/alumite heated at 375 �C with a cyclohexane

feed of 190 mmol min�1 with 3.5 mmol pulses at 1.0 s intervals. A

bimetallic Pt–Rh catalyst showed higher activity than a simple Pt

catalyst on the same support.

The release temperatures are still rather high and it would be

useful to lower the endothermicity of release and thus bring

down the equilibrium release temperature.
136 | Energy Environ. Sci., 2008, 1, 134–138
Taking the cyclohexane–benzene pair as a model, the endo-

thermicity of H2 release is such that a temperature of ca. 600 K is

required to bring the reaction to a DG value of zero. At this point

the unfavorable enthalpy is exactly compensated by the favor-

able entropy of H2 release. We refer to this temperature as Td, the

point at which DG ¼ 0. Intermediate dehydrogenation products

(e.g. cyclohexene) that do not benefit from the aromaticity of

benzene are even more strongly disfavored than the final arene.

The overall reaction could still be accessible if these intermediates

were sufficiently stabilized by binding to the catalyst. Even in

very endothermic cases, product formation is experimentally

possible, however. For example, alkane dehydrogenation to

alkenes and free H2 has been observed with numerous homoge-

neous catalysts by us and others even at temperatures of 90–

150 �C. These reactions are driven by reflux of the alkane,

because the H2 is swept out of the solvent and the equilibrium

continually displaced.26

The organic heterocycle H2 storage strategy, first proposed by

Alan Cooper and Guido Pez at Air Products, appeared in a series

of key patents.27,28 Our later, but independent computational

work on this problem, largely in collaboration with Eric Clot and

Odile Eisenstein,29 identified some general trends for design of

the heterocycles to favor low temperature H2 release. In

summary, the storage step involves catalytic hydrogenation of an

aromatic heterocycle to give the corresponding hydrogenated

product. Release is effected by heating the hydrogenated form in

the presence of a catalyst. Both directions must therefore be

viable, implying that the endothermicity of the dehydrogenation

has to be moderate. This endothermicity translates into

a temperature Td at which DG ¼ 0 and the results are therefore

discussed in terms of Td.

The all-carbon systems (e.g., cyclohexane–benzene) have a Td

that is far too high but introduction of nitrogen atoms into the

organic ring dramatically favors the thermodynamics of H2

release: in extreme cases, Td can now go below 50 K. The most

important design consideration for a low Td is a move to a 5-

membered ring, when aromatic stabilization can be achieved

after cleavage of only four C–H bonds (eqn (1)), not six as

for cyclohexane–benzene, always provided a NH or NR is

present in the 1-position to permit aromaticity. Cyclopentane–

cyclopentadiene shows no such advantage.

(1)

Incorporation of N into a six-membered ring also favors

dehydrogenation because the N–H bond that is now broken is

weaker than the C–H bond it replaced. In addition, C–H bonds

adjacent to a N atom are also weakened relative to a C–H bond

in a pure carbocycle. Nitrogen substituents are also effective.

(2)

The thermodynamic data calculated {DFT(B3PW91)} by Eric

Clot and Odile Eisenstein allow useful structure-activity trends to
This journal is ª The Royal Society of Chemistry 2008
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Scheme 1 Thermodynamic hydrogen release temperatures (temperature

{K} at which DG ¼ 0) for selected model compounds by DFT(B3PW91)

calculations of Clot and Eisenstein.22
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be identified. Scheme 1 shows the Td values for a number of key

cases. The most effective way of lowering Td is moving to a 5-

membered ring, with incorporation of N-substituents and N ring

atoms in a 1,3-arrangement being somewhat less effective strat-

egies. As an aside, the data also suggest that the long known

resistance of certain azoles (e.g., imidazole) to hydrogenation is

the result of thermodynamic rather than purely kinetic factors.

In their patent, Pez and coworkers28 demonstrate reversible

hydrogenation–dehydrogenation of heterocyclic liquids. For

example, N-ethyl carbazole is hydrogenated with 72 atm H2 and

a Pd catalyst at 160 �C to form a mixture of isomers of the fully

hydrogenated species (eqn (3)). Dehydrogenation gave pure H2

with Ru at 50–197 �C and at least 5 cycles can be run without

HSM degradation.

(3)

The carbazole fulfils some of the thermodynamic requirements

of Scheme 1 in that the nitrogen is a substituent to two rings and

a member of the central 5-membered ring.

In this vision, a nitrogen-containing organic liquid is preferred

as a hydrogen storage material (HSM) on several counts. Both C

and N are available in very large amounts, with 2007 world

production figures for nitrogen23 of 1.2 � 1011 kg and just

counting carbon in the form of coal, 5 � 1014 kg (World Coal

Institute).30 The material must not only be readily available but

also be distributed economically to users. The Sallan Founda-

tion31 estimates the infrastructure costs of the distribution system

for petroleum based transport fuels at several hundred billion

dollars. A liquid organic HSM can plausibly be distributed via

the existing gasoline infrastructure with minimal modification,

saving vast capital costs. Ideally the HSM would be minimally

volatile, minimally toxic, and biodegradable.

One advantage of the heterocyclic liquid strategy is that the

liquid can in principle be repurified when necessary, so that the

inevitable non-regenerable fraction of the HSM does not build

up on the vehicle—a weight and capacity penalty. For this step,

vacuum distillation may be desirable and if so, the components

will need to have appreciable volatility.

Efficiency of HSM regeneration will be a key point because

any shortfall would raise purification costs and require HSM to
This journal is ª The Royal Society of Chemistry 2008
be made up with newly manufactured material with a consequent

economic penalty. Catalysts that can meet the severe selectivity

and activity requirements must be further developed. Since it is

not yet clear which HSM to choose, the HSM and the catalyst

will have to be optimized together.
Limitations

Gravimetric capacity for typical HSMs of the type proposed are

in the range from 6 to 8%, not as good as BH3NH3. To meet the

more aggressive DOE goals, more than one H would need to be

stored per heavy atom, for example C(CH2NH2)4–C(CN)4 has

an 11.7% capacity. The volumetric capacity for typical hetero-

cycles is also satisfactory, although in energy terms not as good

as gasoline, because only some of the hydrogen atoms of the

HSM end up as H2O and all the carbon remains uncombusted.

The situation for gasoline, denoted (CH2)n, undergoing complete

combustion versus the same (CH2)n, but now acting as an HSM

with the hydrogen released ultimately undergoing oxidation with

air, can be represented as follows.

(CH2)n + 1.5nO2 ¼ nCO2 + nH2O (4)

(CH2)n + 0.25nO2 ¼ (CH)n + 0.5nH2O (5)

In general terms, the exothermicity of a combustion reaction

of H2 or of a hydrocarbon is simply proportional to the amount

of O2 consumed. Comparison of the O2 used in the two equations

above suggests that the energy content of an organic HSM is ca.

17% of the value that the same material would have if completely

combusted as a normal fuel. Of course, complete combustion

would form CO2, contrary to the requirement for carbon dioxide

abatement.

Design of the HSM requires attention to numerous points

including (i) toxicity; (ii) thermal stability against undesired

decomposition pathways; (iii) safety in accidental release such as

in automobile collisions; (iv) biodegradability; (v) thermody-

namic tendency to liberate H2; (vi) kinetic facility for reversible

H2 release; (vii) cheap manufacture on a 1011 kg scale. Points (i)–

(vii) severely restrict the types of materials that can be used, not

only for the liquid organic strategy but for all others as well.

Azaheterocycles can be of low toxicity, 1-decyl pyridinium

chloride is used as a mouthwash in almost all common formu-

lations and is thus in intimate contact with humans on a daily

basis as well as being released into the environment on a large

scale. Thermal decomposition is a serious issue and work will be

needed to understand the thermolysis pathways of candidate

HSMs and find ways to guard against them by suitable design.

Liquid organic HSMs can be of low volatility and have a high

flash point, minimizing accidental release problems, and they

may be biodegradable, particularly in their hydrogenated form,

thanks to their heteroatom content. Quantitative structure-

activity relationships (QSAR), now being developed both for

toxicity and for biodegradation of N-heterocycles.32

A HSM that readily releases H2 is of necessity hard to

hydrogenate. ‘Virtual H2 storage’ could avoid this step by using

the electrical power source not to produce free H2 but to directly

reduce the HSM electrocatalytically, but precedent is lacking.

Likewise, a direct fuel cell could allow the conversion of the fresh
Energy Environ. Sci., 2008, 1, 134–138 | 137
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HSM to motive power without H2 production. With air as the

oxidant, the driving force of eqn (5) would be greatly enhanced

and the high Td problem circumvented.
Conclusion

The liquid heterocycle strategy is worth greater emphasis because

it has a number of advantages of simplicity, safety, scalability,

heat management, and economy. Catalyst development is needed

for further progress, however, since catalytic heterocycle dehy-

drogenation is a neglected topic.
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Comparing Photosynthetic and
Photovoltaic Efficiencies and Recognizing
the Potential for Improvement
Robert E. Blankenship,1* David M. Tiede,2* James Barber,3 Gary W. Brudvig,4 Graham Fleming,5

Maria Ghirardi,6 M. R. Gunner,7 Wolfgang Junge,8 David M. Kramer,9 Anastasios Melis,10

Thomas A. Moore,11 Christopher C. Moser,12 Daniel G. Nocera,13 Arthur J. Nozik,14 Donald R. Ort,15

William W. Parson,16 Roger C. Prince,17 Richard T. Sayre18

Comparing photosynthetic and photovoltaic efficiencies is not a simple issue. Although
both processes harvest the energy in sunlight, they operate in distinctly different ways
and produce different types of products: biomass or chemical fuels in the case of
natural photosynthesis and nonstored electrical current in the case of photovoltaics. In order
to find common ground for evaluating energy-conversion efficiency, we compare natural
photosynthesis with present technologies for photovoltaic-driven electrolysis of water to
produce hydrogen. Photovoltaic-driven electrolysis is the more efficient process when
measured on an annual basis, yet short-term yields for photosynthetic conversion
under optimal conditions come within a factor of 2 or 3 of the photovoltaic benchmark.
We consider opportunities in which the frontiers of synthetic biology might be used
to enhance natural photosynthesis for improved solar energy conversion
efficiency.

Sunlight is the most abundant and sustain-
able source of energy available to human-
ity. Earth receives solar energy at the rate

of approximately 120,000 TW (1 TW = 1012 W)
in a highly reliable and distributed fashion. This
vastly exceeds the current annual worldwide

energy consumption rate of ~15 TW and any
conceivable future needs in this century (1–3).
However, sunlight is dilute; the yearly av-
eraged solar power striking the Earth’s surface
is about 170 W per square meter, which varies
depending on geographical location (4). De-
vising methods by which to efficiently capture
and store this energy for societal use is one of
the great challenges of our age. There is general
agreement that no one approach is capable of
solving our energy needs for the future and
that a mix of sustainable technologies will be
required (5 ).

There is considerable confusion, especially
in the popular press, about how to compare the
efficiency of solar energy capture in photovoltaic
devices with a corresponding characteristic of
photosynthetic organisms. The problem hinges
on the different assumptions and conditions un-
derlying the definition of efficiency in each case
(6, 7). To facilitate direct comparisons between
photosynthetic and photovoltaic (PV) systems,
we provide consistent definitions and examine
the major factors that define the efficiencies of
both processes—first considering current tech-
nology, then looking forward to possible strat-
egies for improvements. In all cases, we consider
the efficiency of harvesting the entire solar spec-
trum as a basis for comparison.

We focus exclusively here on conversion ef-
ficiency. However, the total integrated cost of
the systems, including land, water, capital, oper-
ations and maintenance, waste disposal, trans-
mission, transportation and storage, as well as
risks from manufacturing and possible interac-

tions with the food supply and climate change,
must also be considered. Therefore, the technol-
ogy with the highest efficiency may not neces-
sarily be the best choice to implement in a given
situation. Ultimately, a comparison of solar en-
ergy options must come from the perspective
of a complete life-cycle assessment in order to
evaluate the full suite of energy inputs, infra-
structure and renewal requirements, and environ-
mental factors, including greenhouse gas balance.
This is a critical and active area of research for
both photosynthetic and PV systems (8, 9), but
currently there is little consistency in the meth-
ods used. Differences in assumptions about ef-
ficiency terms, life-cycle inventory components,
and systems boundaries create large variations
in the metadata generated from the many con-
comitant efforts.

Comparing Photosynthetic and
Photovoltaic Efficiencies
Efficiency is a concept that is deceptively sim-
ple yet can be elusive for comparisons between
such different systems as living organisms and
photovoltaic cells. The solar conversion effi-
ciency of a PV device can be directly measured
with high accuracy and is usually quoted by re-
searchers and manufacturers in terms of power:
electrical power out (W/cm2) divided by inci-
dent solar irradiance (W/cm2) measured over
the entire solar spectrum. This instantaneous
metric, measured at peak solar intensity, does
not include energy storage and transmission.
In contrast, natural photosynthesis stores energy
in the chemical bonds of its molecular products
and uses much of this energy to sustain and
replicate the organism, typically over a defined
growing season.

A more direct comparison of PV and photo-
synthetic solar energy conversion efficiencies
would consider a process in which PV also
stores energy in chemical bonds. Application of
PV-derived energy to electrolysis of water is a
good choice for this purpose: Existing commercial
electrolyzers afford accurate efficiency bench-
marks, and the free energy needed in order to
split H2O into H2 and O2 (DG° = 1.23 eV) is
essentially equal to the free energy change asso-
ciated with photosynthesis [DG° = 1.24 eV for
CO2 + H2O to (CH2O) + O2, where (CH2O) is
shorthand for carbohydrate].

The power conversion efficiency of present
commercial single-junction (single photosystem)
silicon solar cell modules is typically 18 T 2%
(10). This value pertains to peak solar intensity
(1 kW/m2), with an AM1.5 spectral distribution
or solar zenith angle of 48.2° (sunlight passing
through 1.5 atmospheres). The efficiency of a PV
module changes during the day and through-
out the year because of the changing solar ze-
nith angle, and the PV efficiency averaged
over a 1-year cycle is about 95% of the maxi-
mum AM1.5 value. Modern commercial electro-
lyzers have efficiencies as high as 80% [based
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on heat of combustion of H2 to H2O in liquid
form at atmospheric pressure and 25°C, stan-
dard temperature and pressure (STP) conditions].
Thus, an annual averaged efficiency for solar
water splitting by PV-driven electrolysis would
be about (0.18) × (0.95) × (0.8) ~ 14% (11). This
assumes that there is no mismatch between the
photovoltage generated by the PV array and
the voltage required for electrolysis. Present Si
PV modules arranged in electrical series would
suffer mismatch losses as high as 20 to 30%,
bringing the overall H2O splitting efficiency
down to ~10 to 11%. This constitutes the first
benchmark to compare with the
efficiency of photosynthetic
fuel production. As discussed
below, ongoing research is pro-
viding opportunities to construct
PV devices with considerably
higher efficiencies.

Several different measures
of efficiency have been used
in describing natural photo-
synthesis. The quantum efficiency
is the percentage of absorbed
photons that give rise to stable
photoproducts. Photosynthetic
organisms typically can oper-
ate at nearly 100% quantum effi-
ciency under optimum conditions
(12). For comparison with PV
electrolysis over an annual cycle,
the energy efficiency of photo-
synthesis is a more useful pa-
rameter and is defined as the
energy content (heat of combus-
tion of glucose to CO2 and liq-
uid H2O at STP) of the biomass
that can be harvested annually
divided by the annual solar irra-
diance over the same area. Using
this definition, solar energy con-
version efficiencies for crop plants
in both temperate and tropical
zones typically do not exceed 1% (7, 13), a
value that falls far below the benchmark for
PV-driven electrolysis. Higher 3% annual yields
are reported for microalgae grown in biore-
actors (14).

Short-term (rapid growth phase) efficien-
cies measured during the growing season are
higher, reaching 3.5% for C3 and 4.3% for C4
plants (7 ), and perhaps 5 to 7% for microalgae
in bubbled bioreactors (15). These efficiencies
are measured in the absence of restrictions im-
posed by plant life-cycle regulation or by light
and gas exchange limitations in the case of
algae. Even so, these values fall below the-
oretical limits and ultimately limit the net an-
nual productivity. Most natural photosynthetic
systems store solar energy only during a grow-
ing season; efficiencies measured during that
period must therefore be reduced accordingly
to make valid comparisons on an annual ba-
sis, although the extent of reduction depends

on the type of crop and the environmental
conditions.

Theoretical Limits to Solar
Energy Conversion
Both PV and natural photosynthetic systems
obey the same fundamental laws of thermo-
dynamics, which impose firm upper bounds on
efficiency. There is an extensive literature on
each process dating back over 50 years, and
although the formulations differ substantially,
the overall conclusions are similar. Following
pioneering studies by Duysens (16), many au-

thors have examined the thermodynamics of
photosynthesis, most recently Knox and Parson
(17). Shockley and Queisser pioneered studies
on the maximal efficiency of PV cells (18); a
recent analysis by Hanna and Nozik considers
multiple-junction cells and other modern devel-
opments (19).

The first step in each system’s energy con-
version process is light absorption, which is gov-
erned by quantum mechanics. Figure 1 shows
a reference solar spectrum at the surface of the
Earth, with transmission spectra of a cyanobac-
terium and a silicon cell superimposed. The
radiant energy intercepted by the chlorophyll,
carotenoids, and other accessory pigments in
oxygenic photosynthetic organisms is usually
limited to the visible region of the spectrum
(400 to 700 nm). Photosynthetic organisms thus
access only ~50% of the incident solar energy
(7, 20, 21). The silicon cell has a broader ab-
sorption range, extending from the ultraviolet

(UV) to nearly 1200 nm in the near-infrared
(near-IR).

Thermodynamics furthermore dictates that
not all the energy in each absorbed photon can
be captured for productive use. Figure 2 shows
the relevant energy diagrams. In photosynthetic
organisms, absorption initially creates an excited
state of chlorophyll or an accessory pigment. Al-
though photons with blue wavelengths may be
efficiently absorbed, ultrafast internal conversion
processes relax higher excited states through
release of heat to the energy of the lowest (red-
most) absorption band. Similarly, conventional

semiconductor-based PV cells
can absorb photons with energy
equal to or greater than the band-
gap separating the valence-band
from the conduction-band, but
any photon energy in excess of
the bandgap is lost as heat. Thus,
both systems have a threshold
energy that defines attainable
light absorption, conversion ef-
ficiency, and energy storage
capabilities.

When these considerations
are included in a more detailed
thermodynamic analysis using
the entire solar spectrum, a
single-junction PV system has
a maximal instantaneous power
conversion efficiency of ~32% at
one-sun intensity and an AM1.5
spectral distribution, the so-
called Shockley-Queisser limit
(18). The Shockley-Queisser
treatment is the isothermal equiv-
alent of the Carnot cycle and
assumes that all processes are
reversible (no overpotentials, no
dissipative losses), with the con-
sequence that extracting chem-
ical or electrical work from the
system would be infinitely slow.

In a realistic photoelectrolysis cell based on a
single-threshold semiconductor photoelectrode
(in direct contact with water) that generates hy-
drogen and oxygen at finite rates, the overvoltage
would be finite. At unconcentrated solar inten-
sities, the current density is relatively low (<35
mA cm−2), so that an overvoltage of ~0.15 V is
a reasonable assumption; this would decrease
the maximum Shockley-Queisser efficiency for
a photoelectrolysis cell to ~24% (19).

A theoretical limit of ~ 12% for the effici-
ency of photosynthetic glucose production from
CO2 and water (based on free energy) can be
calculated by considering the chlorophyll band-
edge absorption and the two-photosystem struc-
ture of oxygenic photosynthesis (6, 13). Taking
into account the known losses in light harvest-
ing, overpotentials, and respiration, the maximum
limit to photosynthetic efficiency is reduced to
4.6 and 6.0% for C3 and C4 plants, respectively
(7). Short-term (rapid-growth phase) conversion
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Fig. 1. The photon flux spectrum of solar radiation reaching Earth’s surface (plotted
in black) (66) and the transmission spectra of a natural photosynthetic organism,
the cyanobacterium Synechocystis PCC 6803 (green dot-dashed line) and of crys-
talline silicon [red dashed line, redrawn with permission from (67)]. The transmis-
sion spectra show that both the cyanobacteria and silicon absorb almost all photons
at shorter wavelengths above the threshold energy but transmit photons at longer
wavelengths below the threshold energy. The cyanobacterial sample has a window of
transmission in the green region of the spectrum that causes the culture to appear
green. The cyanobacterial sample had an absorbance of 3.4 at 678 nm and was
digitally corrected for scattering.

13 MAY 2011 VOL 332 SCIENCE www.sciencemag.org806

REVIEW

 o
n 

M
ay

 1
2,

 2
01

1
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 

http://www.sciencemag.org/


efficiencies come within 70 to 75% of meet-
ing these limits. The passive diffusion of CO2

at atmospheric concentration will set a conver-
sion limit for fixation in both photosynthesis
and artificial devices. Indeed, dense stands of
rapidly photosynthesizing crops such as corn
or soybean can lower CO2 levels within the
canopy 50 parts per million (ppm) or more
below ambient (22), suggesting that CO2 deliv-
ery affects the rate of carbon fixation. Given
these constraints, opportunities to enhance photo-
synthetic productivity lie in the development of
plant and microalgal systems that achieve sus-
tained CO2 fixation at yields close to the the-
oretical limits. Further productivity gains in both
photosynthetic and PV systems could poten-
tially be realized by designing systems that re-
set the limits to energy conversion as described
below.

Improved System Design Raising
Theoretical Limits
A key opportunity for raising the efficiency ceil-
ing in PV systems lies in replacing single-junction
devices with tandem cells optimized for water
oxidation and hydrogen production. This ap-
proach could give efficiencies approaching 40%
(free energy basis) as overvoltages approach zero
(19, 23). Further increases in PVefficiencies might
be obtained by devices that use the blue and near-
UV region of the solar spectrum more effectively
or capture the energy of the sub-bandgap IR pho-
tons. Prospects under study include hot-carrier

solar cells, intermediate-band solar cells, multi-
junction tandem architectures, and absorbing
media that generate multiple charge carriers
per absorbed photon. In these cases, the theoret-
ical thermodynamic limit set by the second law
reaches 66% at one-sun intensity (24, 25), with
corresponding increases in the yield of electro-
chemical products.

Turning to photosynthesis, one straightforward
strategy for improving the efficiency limit would
involve tuning the light-absorbing pigments to
extend the range of solar light absorption (26).
A related, substantial source of inefficiency arises
from nature’s use of two photochemical sys-
tems connected in series to generate the electric
potential difference required to split water and
reduce nicotinamide adenine dinucleotide phos-
phate (NADP+). The effective bandgaps (ab-
sorption thresholds) of the two photosystems
are similar. In practical terms, this means that
the two photosystems compete for the same re-
gions of the solar spectrum, cutting the energy
efficiency nearly in half compared with what
might be achieved if the bandgaps were differ-
ent and optimized to use different regions of
the spectrum (19, 27).

Photosynthesis is unique in its capacity to
produce a diverse array of complex organic com-
pounds (leading to replication of the organism)
through light-driven CO2 reduction. There is no
PV device that can deliver comparably selective
carbon-fixation photochemistry, nor of course
can PV devices replicate themselves. Although

it can be argued that self-replication represents a
real advantage for natural photosynthesis, it is
also clear that the structure and function of the
photosynthetic apparatus are limited by the need
to operate within a living organism, for which
they were tailored by evolution. The compar-
atively low efficiency of natural photosynthesis
may result partly from the “legacy biochem-
istry” photosynthetic organisms inherited from
earlier non-photosynthetic organisms that used
biochemical pathways with redox cofactors not
optimally matched for photochemical processes
(28). Some factors that limit the efficiency of nat-
ural photosynthetic systems are intrinsic to the
basic structure and organization of the photo-
synthetic apparatus and would require a major
re-engineering to improve, whereas other improve-
ments may be attained by more straightforward
adjustments in the structure of the organisms or
the growth conditions. Although this approach
may seem daunting, agricultural breeding has
been steadily achieving these goals for millen-
nia, albeit primarily for food production, and
typically not necessarily for high-efficiency energy
storage. Because we have only just started breed-
ing or engineering plants and algae for fuels
production, it is likely that substantial improve-
ments are feasible.

Photosynthetic organisms in the wild are se-
lected through evolution for reproductive suc-
cess, not for high biomass production in plant
monocultures in which competition for resources
(including light) is, in many cases, a disadvan-
tage (29). Likewise, crop plants have been bred
for various properties of the harvestable product
but not for overall photosynthetic efficiency,
while being nurtured by intensive agricultural
practices that use substantial inputs of fossil fuels.
Consequently, photosynthetic rates are often lim-
ited or down-regulated even below the theo-
retical limits imposed by the slowest reactions
of CO2 fixation and electron transport, leading
to strategic down-regulation of productivity.
This problem could be alleviated with breeding
or engineering, even without radical changes to
the photosynthetic apparatus (7, 30). An inter-
esting example of the importance of regulatory
strategy is the acclimation of plants to higher
CO2 levels. In principle, the recent increase in
atmospheric CO2 levels should alleviate limita-
tions of photosynthesis at the enzyme ribulose-
bisphosphate carboxylase-oxygenase (RuBisCO);
however, these gains may not be realized in plants
that evolved to use the lower CO2 levels that
prevailed before the industrial revolution (31).
This lack of acclimation to current and future
CO2 levels, which results in kinetic mismatches
among the component processes of photosyn-
thesis, is an obvious target for plant breeding
and engineering. Further, cellular growth and
maintenance of the organism can also be viewed
as a loss of at least 30% of the stored energy (7).
Part of this energy is used to synthesize large
quantities of RuBisCO to compensate for the
enzyme’s relatively low catalytic rate constant.
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Fig. 2. Comparison of the threshold properties of photosynthetic and silicon-based PV systems. (A) Energy-
level diagram for chlorophyll a, the major pigment found in most oxygenic photosynthetic organisms. The
excited state is populated by blue light absorption and rapidly relaxes through heat loss to the energy
level accessed by red light absorption, which is the effective threshold for energy storage. An absorption
spectrum for chlorophyll a is shown for comparison. (B) Energy-level diagram for crystalline silicon, which
is characteristic of the band structure of a semiconductor. The threshold absorption energy just bridges the
bandgap (middle black arrow). Photons with a range of higher energies can still be absorbed, but their
energy in excess of the bandgap is lost as heat before it can be stored. An absorption spectrum of silicon
is shown for comparison (67).
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Another instance of inefficiency in natural
photosynthesis occurs when RuBisCO fixes the
competitive substrate O2 instead of CO2, initiating
the energy-intensive recovery process of photo-
respiration (32). Photorespiration can consume
up to 25% of the initially stored energy (7). Some
cyanobacteria, algae, and plants have evolved
CO2-concentration processes that largely cir-
cumvent photorespiration (33, 34). However,
these processes also entail an energetic cost that
prevents realization of the entire advantage. In
C4 photosynthesis, CO2 is initially fixed into
compounds with four carbon atoms (hence, the
term “C4”) and subsequently released at high
concentrations near RuBisCO, where it competes
more effectively with O2 and reduces the oxy-
genation reaction substantially (35, 36). Efforts
are currently underway to introduce C4 photo-
synthesis or other carbon-concentrating systems
into higher plants where they are currently lack-
ing (35). If successful, these efforts may not only
increase maximal photosynthetic rates and ef-
ficiencies directly but could reduce the large in-
vestment of energy and nutrients that C3 plants
make in the synthesis of RuBisCO.

The amount of photorespiration can also po-
tentially be reduced by engineering improved
versions of RuBisCO with higher specificity for
CO2 over O2, although this has proven difficult
(36). A promising approach is the insertion of the
Escherichia coli pathway for glycolate catabo-
lism into Arabidopsis chloroplasts, introducing a
bypass of the normal photorespiratory pathway
by converting glycolate to glycerate directly in the
chloroplast (7, 37). Additionally, natural variants
of RuBisCO that are better suited to current and
anticipated CO2 levels may be useful (38). Photo-
respiration also might be virtually eliminated by
using flue gases from fossil fuel– or biomass-
burning installations (such as power plants) as
input gases for microalgal-based photobioreactor
systems (39). These flue gases typically com-
prise ~10% CO2, a concentration sufficient to
suppress photorespiration almost completely.

All natural photosynthetic organisms contain
light-gathering antenna systems, in which spe-
cialized pigments (typically several hundred) col-
lect energy and transfer it to a reaction center
where photochemistry takes place (6, 40). With
so many pigments absorbing light, full sunlight
rapidly exceeds the capacity of the photosyn-
thetic apparatus to process the influx of energy.
In leaves in full sun, up to 80% of the absorbed
energy must be dissipated or risk causing serious
damage to the system (41). Plants have evolved
a variety of mechanisms for dealing with this ex-
cess energy, including non-photochemical quench-
ing pathways to prevent damage (42) and repair
mechanisms if damage to reaction center pro-
teins has occurred (43). However, the conse-
quence is that surface cells exposed to the most
light dissipate much of the available energy,
whereas cells in lower layers remain starved for
light. This overly aggressive capture of light may
have an evolutionary advantage (for example,

by shading competitors), but it decreases the over-
all efficiency of energy storage.

To address this issue, research efforts are
underway in microorganisms to reduce the size
of the antenna system (44, 45). Truncated light-
harvesting antennas can simultaneously reduce
the problem of saturation at the surface and re-
duce shading deep in the water column, permit-
ting more uniform illumination of the culture. In
crop plants, modifying plant architecture can
allow more light to pass to lower levels of the
canopy, although lowering the chlorophyll con-

tent may be a more robust way to promote light
energy distribution and canopy photosynthetic
efficiency (46).

As noted earlier, plants and algae are gen-
erally restricted to absorbing visible light. Some
species of cyanobacteria possess variants of
chlorophyll that absorb further into the near-IR
(740- to 750-nm wavelength range), increasing

the amount of solar energy that can potentially
be stored (26, 47, 48). Reducing the size of the
antenna as discussed above might make it
possible to expand the absorption spectrum
without increasing saturation effects.

Synthetic Biology
The techniques of synthetic biology (49) may
allow a more radical redesign of the photosyn-
thetic apparatus for both bioenergy and food pro-
duction applications. As mentioned above, the
two photosystems required for oxygenic photo-

synthesis compete for the same wavelengths of
light, reducing overall photochemical efficiency.
An ambitious modification would be to main-
tain the two photosystems but engineer one of
them to use the bacteriochlorophylls found in
many anoxygenic photosynthetic organisms,
which have absorption maxima that extend out
to ~1100 nm. Figure 3 presents a schematic il-
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Fig. 3. (A) Photoelectrochemical energy capture diagram for photosynthesis and (B) photosynthesis
reengineered following the thermodynamic principles in (19) for improved efficiency. The lengths of the
upward arrows mark the initial photoinduced ground-to-excited-state electrochemical energy change of the
reaction center primary donor chlorophylls. The position of the arrows along the wavelength axis is fixed by
their length and is approximately at the red-most absorption edge of these chlorophylls. In (A), the vertical
positions of the bases of the upward arrows reflect the approximate reduction potentials for the radical
cation of the primary donor chlorophylls of photosystem I and photosystem II. In (B), the vertical and
horizontal positions of the upward arrows are optimized for photosystems operating in tandem and pro-
viding 800 mV of overpotential to drive a chemical reaction having DG0 of 1.23 eV that converts solar
energy to electrochemical potential. The lengths of the downward dashed arrows indicate intrinsic free-
energy losses associated with charge separation and electron transfer between photosystem II and reaction
center I (arrow 2) and the overpotential necessary to drive the chemical oxidation-reduction reactions
(arrows 1 and 3). In (A), electron transfer between the photosystems (dashed arrow 2) is associated with an
energy-conserving ATP-coupling site. The background shows the portion of incident solar photons captured
in each case. In (B) reengineered photosynthesis, photosystem I is replaced by a new reaction center, RC1,
with farther-red-absorbing pigments. This increases the efficiency of photosynthesis by approximately
doubling the solar photon capture and, using this biological version of a tandem cell, better matching the
solar spectrum to the electrochemical work. For this illustration, reaction centers using chlorophyll d and
bacteriochlorophyll b would be optimal for driving the redox catalysts.
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lustration of a radically redesigned system in
which the two photosystems have complementary
optical spectra, conferring pseudotandem photo-
cell function. The extent to which true tandem-
cell efficiency were achieved would depend on
the success of directing energy transfer from an-
tennas absorbing 400- to 730-nm and 730- to
~1100-nm photons to different reaction centers.
Wiring each antenna to the appropriate reaction
center could potentially take advantage of struc-
tures in which exciton coupling or quantum coher-
ence effects direct energy flow more efficiently
(50). An optimum configuration could mimic a
two-junction tandem photovoltaic cell (19).

Substantial improvements can be envisaged
even within the context of the two-photosystem
architecture of current oxygenic photosynthe-
sis. As discussed earlier, for example, the carbon
fixation process is currently limited by photo-
respiration associated with the low substrate
selectivity of RuBisCO. Although RuBisCO is
found in all oxygenic photosynthetic organisms,
it might nonetheless be possible to introduce a
different carbon-fixation cycle in place of the
Calvin-Benson cycle (51, 52). Most of the known
alternative cycles are highly O2 sensitive and are
probably unsuitable for organisms that live in the
presence of oxygen. However, the hydroxypro-
pionate cycle found in filamentous anoxygenic
phototrophs is not O2-sensitive (53). An alter-
native is to forego production of reduced carbon
storage products and produce H2 by reduction of
H+. This process can be accomplished by using
hydrogenase enzymes (54) or platinum nanopar-
ticles (55) that are tethered to photosystem I. Be-
cause most hydrogenase enzymes are destroyed
by O2, re-engineering this system to be less O2-
sensitive is an important objective (56, 57). In
addition, a range of promising, O2-tolerant tran-
sition metal catalysts are being developed (58).
An intermediate enzymatic approach that is un-
der investigation would treat CO2 as an electron
acceptor but reduce it only to the level of formate
by using the enzyme formate dehydrogenase (59).
The production of either hydrogen or formate
may at the same time reduce the problem of light
saturation because these systems have intrinsi-
cally very high capacity and could be capable of
processing the electrons delivered by the reac-
tion centers at a much higher rate than that of
the RuBisCO-based C3 carbon-fixation cycle.

Outlook
We have sought here to make the most con-
sistent comparison possible between the fun-
damental solar energy storage efficiencies of
photovoltaic and photosynthetic systems. In this
context, the efficiency advantage clearly goes
to photovoltaic systems. However, there is clearly
need to apply both in the service of sustainable
energy conversion for the future. Approaches in
which photovoltaics are coupled to redox chem-
istry in photoelectrochemical cells and even liv-
ing organisms (60, 61) also hold promise for solar
fuels production. Numerous points of ineffici-

ency in the natural system are amenable to im-
provement by using genetic engineering and more
aggressive techniques of synthetic biology.
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Artificial photosynthesis comprises the design of systems for converting solar

energy into useful forms based on the fundamental science underlying natural

photosynthesis. There are many approaches to this problem. In this report, the

emphasis is on molecule-based systems for photochemical production of fuels

using sunlight. A few examples of typical components of artificial photosynthetic

systems including antennas, reaction centres, catalysts for fuel production and

water oxidation, and units for photoprotection and photoregulation are

presented in order to illustrate the current state of the field and point out

challenges yet to be fully addressed.
Introduction

‘‘On the arid lands there will spring up industrial colonies without smoke and
without smokestacks; forests of glass tubes will extend over the plains and glass
buildings will rise everywhere; inside of these will take place the photochemical
processes that hitherto have been the guarded secret of the plants, but that will
have been mastered by human industry which will know how to make them bear
even more abundant fruit than nature, for nature is not in a hurry and mankind
is’’ – Giacomo Ciamician (1912).1 Realization of Ciamician’s dream, championed
over the years by luminaries such as Melvin Calvin2–4 and George Porter,5 is increas-
ingly urgent as the smokestack emissions threaten the climate worldwide and nations
pay the price of vying with one another over dwindling fossil fuel supplies. The
attraction is undeniable. Sunlight bathes the earth in energy at a rate 10 000 times
greater than that at which humans use technological energy. Solar energy is available
everywhere, completely sustainable, and in principle can be converted to forms that
meet society’s needs in ways that are environmentally relatively benign. In practice,
we are not there yet, but good progress is being made. Here, we will consider the
requirements for efficient artificial photosynthesis, explore the current state of the
problem, and speculate a bit on future directions. Although the examples of artificial
photosynthetic systems referenced below come almost exclusively from our labora-
tories, thousands of artificial photosynthetic constructs have been reported over the
last 30 years or so, and the field has developed due to the combined efforts of many
laboratories worldwide. A variety of reviews are available.6–14

What is artificial photosynthesis?

Although sunlight is abundant, light as such is a virtually useless form of energy,
and must be changed to some other type. This is the role of photosynthesis: to
convert sunlight into biologically useful energy such as electrochemical potential
or protonmotive force and store it in fuels such as carbohydrate, lipids, or even
hydrogen gas. In the broadest sense, artificial photosynthesis means exploiting the
physics and chemistry underlying natural photosynthesis to harvest solar energy
Department of Chemistry and Center for Bio-Inspired Solar Fuel Production, Arizona State
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This journal is ª The Royal Society of Chemistry 2012 Faraday Discuss., 2012, 155, 9–26 | 9

http://dx.doi.org/10.1039/c1fd00110h
http://pubs.rsc.org/en/journals/journal/FD
http://pubs.rsc.org/en/journals/journal/FD?issueid=FD012155


Pu
bl

is
he

d 
on

 1
4 

Se
pt

em
be

r 
20

11
. D

ow
nl

oa
de

d 
by

 A
ri

zo
na

 S
ta

te
 U

ni
ve

rs
ity

 o
n 

06
/0

6/
20

14
 1

8:
34

:4
2.

 
View Article Online
for technological purposes. The term has been applied to almost any method of and
system for converting sunlight to another form of energy. Examples are photovoltaic
cells based on inorganic semiconductors for electricity production, dye-sensitized
solar cells, photovoltaics based on organic semiconductors, systems for fuel produc-
tion based on these types of devices, a large variety of devices for direct photochem-
ical conversion of light excitation energy to a fuel using organic or inorganic
molecular photocatalysts, natural organisms or their components interfaced to
synthetic materials, and combinations of these approaches. For the purposes of
this discussion, we will consider artificial photosynthesis to be a process that uses
molecular species to store energy from sunlight in a useful fuel. This is what natural
photosynthesis does.
Before discussing the process of artificial photosynthesis, it is worth considering

why we need solar fuels at all. Commercial photovoltaics, although currently too
expensive to compete with fossil fuels in most places, are quite practical and readily
available. However, they produce only electricity, and produce it only when illumi-
nated. Because sunlight is available at most for just part of each day and electricity is
not readily stored as such, some other form of energy storage is necessary. In addi-
tion, solar energy is diffuse. Practical land or air transportation using solar electricity
directly is impossible because of the large surface areas that would be required.
Energy storage could be mechanical, thermal, in chemical bonds or in batteries,
but the very high energy density of hydrocarbon fuels helps explain their dominance
in the transportation area. Thus, the preparation of fuels using sunlight is an impor-
tant research area.
Fuel production requires more than just energy. Generally speaking, a useful fuel

can be oxidized with oxygen from the air, with concomitant energy release. Thus,
making a fuel requires a source of electrons and a material that can be chemically
reduced with these electrons. If artificial photosynthesis is to contribute to filling so-
ciety’s energy needs on a large scale, the electrons must be obtained from water
oxidation. This is the source used by green plant, algal and cyanobacterial photosyn-
thesis. Water oxidation produces hydrogen ions, and reduction of these yields
hydrogen gas, which is potentially a useful fuel whose oxidation in air regenerates
water. The result is a sustainable cycle that is environmentally relatively benign
and generates no by-products. Some living organisms produce and/or use hydrogen
gas as a fuel. Alternatively, a carbon source such as carbon dioxide from the atmo-
sphere can be reduced to a carbon-based fuel. Combustion of such a fuel regenerates
carbon dioxide and water. This sustainable cycle is the one generally used by
oxygenic photosynthesis, and is an attractive goal for artificial photosynthesis.

Artificial photosynthetic systems

A typical artificial photosynthetic design for water splitting, based on the natural
paradigm, is shown schematically in Fig. 1. The design features four major compo-
nents.
� Antenna. In natural photosynthesis, most of the sunlight is harvested by antenna

systems. These are collections of chromophores that absorb light and transfer exci-
tation energy among one another, and eventually to the next component, the reac-
tion centre. Antennas collect light efficiently throughout the portion of the solar
spectrum that is used by photosynthesis and deliver excitation energy to the reaction
centre at an optimal rate for reaction centre function. Antenna systems are also
involved in photoregulation and photoprotection of the photosynthetic apparatus.
Artificial antennas can perform all these roles. They are likely to be necessary for
artificial photosynthetic systems that can effectively harvest sunlight across the
entire spectral range that is potentially useful for fuel production (from about
400 nm out to beyond 1000 nm).
� Reaction centre. In a reaction centre, excitation energy drives photoinduced elec-

tron transfer to an electron acceptor, thereby generating a charge-separated state
10 | Faraday Discuss., 2012, 155, 9–26 This journal is ª The Royal Society of Chemistry 2012
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Fig. 1 Schematic representation of an artificial photosynthetic system for water splitting. An
antenna absorbs sunlight and transfers excitation energy to a reaction centre (RC) which gener-
ates a charge separated state by photoinduced electron transfer. Electrons from the reaction
centre enable reduction of hydrogen ions to hydrogen gas at the proton reduction catalyst
(PRC). The oxidized reaction centre is regenerated by electrons from the water oxidation cata-
lyst (WOC), which converts water to oxygen gas and hydrogen ions.

Pu
bl

is
he

d 
on

 1
4 

Se
pt

em
be

r 
20

11
. D

ow
nl

oa
de

d 
by

 A
ri

zo
na

 S
ta

te
 U

ni
ve

rs
ity

 o
n 

06
/0

6/
20

14
 1

8:
34

:4
2.

 
View Article Online
that preserves some of the photon energy as electrochemical potential energy. Thus,
reaction centres are essentially nanoscale photovoltaic devices. Reaction centres
reside in biological membranes and carry out charge separation across the thickness
of the membrane. In effect, this places the reducing equivalents resulting from charge
separation on one side of the membrane and the oxidizing equivalents on the other.
These moieties can then drive fuel production. Artificial reaction centres carry out
photoinduced charge separation, as do their natural counterparts. They need not
reside in membranes, but they do need to be designed so that the charge separated
states live long enough that their oxidizing and reducing power can be transferred to
catalysts for fuel production.
� Fuel production catalyst. In photosynthesis, the reducing equivalents from the

reaction centre are ultimately used to power the organism, and to store energy in
the form of carbohydrate, lipid, hydrogen, or some other reduced material. A variety
of catalysts (enzymes) are involved. A major challenge in artificial photosynthesis is
to devise efficient, inexpensive catalysts for producing hydrogen, hydrocarbons, or
other fuels.
�Water oxidation catalyst. Oxidizing equivalents from the reaction centre must be

used to oxidize water to oxygen gas and hydrogen ions, and in the process rejuvenate
the oxidizing side of the reaction centre. In photosynthesis, this is done by an oxygen
evolving complex which contains four manganese atoms and a calcium atom at the
active site. A structure of the oxygen evolving complex has recently been determined
to high resolution by X-ray crystallography,15 but its mechanism of action whereby
four oxidizing equivalents are accumulated and used to oxidize water is not yet well
understood. The search for artificial water oxidation catalysts that are useful in arti-
ficial photosynthesis is very active.
A functional artificial photosynthetic device

Is it possible to design and prepare devices that functionally mimic the natural
photosynthetic process? This can be done, although the systems prepared to date
are far from optimal or practical. An example prepared in the laboratory of T. Mal-
louk is shown schematically in Fig. 2.16 The system is a photoelectrochemical cell for
water splitting. The photoanode, immersed in water, features a nanoparticulate tita-
nium dioxide electrode such as those used in dye sensitized solar cells.17 The titanium
dioxide is a wide band gap semiconductor that does not absorb visible light. Its
This journal is ª The Royal Society of Chemistry 2012 Faraday Discuss., 2012, 155, 9–26 | 11
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Fig. 2 A photoelectrochemical water splitting cell. The nanoparticulate TiO2 photoanode is
sensitized with a ruthenium complex that also binds an iridium oxide nanoparticle. The excited
ruthenium complex injects electrons into the TiO2, from whence they travel to the cathode and
reduce hydrogen ions to hydrogen gas when a small bias voltage is applied. The oxidized ruthe-
nium complex in turn oxidizes an iridium oxide nanoparticle that serves as a water oxidation
catalyst.
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mesoscopic nature provides a large surface area exposed to the solution. The elec-
trode surface is coated with a ruthenium-based chromophore that does absorb
visible light. Excitation of the ruthenium complex generates an excited state that
injects an electron into the TiO2, leading to charge separation. Thus, the ruthenium
complex and TiO2 mimic the functions of the natural photosynthetic antenna (light
absorption) and reaction centre (photoinduced electron transfer). Oxidizing equiva-
lents on the oxidized ruthenium complex are then transferred to an attached iridium
oxide nanoparticle, regenerating the original ruthenium complex. The IrO2 accumu-
lates the oxidizing equivalents as additional photons are absorbed by the ruthenium
complex. It has been known for some time that IrO2 is a good water oxidation cata-
lyst.18 In the cell, oxygen is evolved from the nanoparticles when the photoanode is
illuminated. The electrons injected into the TiO2 by the ruthenium complex migrate
to an underlying indium tin oxide transparent conductive electrode, and hence to
a platinum cathode, where hydrogen ions are reduced to hydrogen gas. Because
the open circuit voltage of the cell is only about 1 V, an external bias of a few
hundred mV is required to observe oxygen and hydrogen formation.
The device shown in Fig. 2 demonstrates conclusively that artificial photosynthesis

canwork. It is also an excellent embodiment of the problems thatmust be overcome if
artificial photosynthesis is to become practical for solar energy conversion. The prob-
lems arise because none of the components of the system are optimized.
� Antenna function. The quantum yield of water splitting is only �0.9%, and the

solar conversion efficiency is much smaller. One reason for this is that the ruthenium
complex does not absorb light effectively at wavelengths longer than 500–550 nm.
Thus, much of the solar spectrum is wasted.
� Reaction centre function. Although electron injection from the ruthenium

complex into the TiO2 is efficient, recombination of the resulting charge separated
state by migration of an electron back to the oxidized ruthenium complex is rapid
(s ¼ 0.37 ms) compared to the rate of electron transfer from the IrO2 particle to
the oxidized chromophore (s ¼ 2.2 ms). The rapid charge recombination may also
be partially responsible for the fact that a small bias potential must be applied to
the cell in order to observe hydrogen production. In addition to this kinetic problem,
there is a thermodynamic shortcoming. The conduction band of TiO2 is not posi-
tioned correctly for efficient reduction of hydrogen ions.
12 | Faraday Discuss., 2012, 155, 9–26 This journal is ª The Royal Society of Chemistry 2012
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� Proton reduction catalyst. Platinum is a good catalyst, with low overpotential
(activation energy) and rapid turnover for proton reduction to hydrogen gas, but
it is a rare and expensive element. Solar fuel production on the scale of human
energy usage (�15 TW) will not be possible unless cheaper, more abundant catalysts
are identified.
�Water oxidation catalyst. Although IrO2 is an effective and stable water oxida-

tion catalyst, it does require significant overpotential, and iridium is the least abun-
dant element on earth. Thus, IrO2 is not suitable for large scale solar water oxidation
systems.
� Stability. The ruthenium dye decomposes under irradiation, presumably due to

nucleophilic attack on the oxidized dye. Practical solar fuel production systems must
have long service lives.
Designing artificial photosynthetic systems

The solar water splitting system described above illustrates most of the major prob-
lems faced in designing artificial photosynthetic systems. Natural photosynthesis
suggests possible solutions to all of these problems. Below, we will discuss each
component of an artificial photosynthesis system, and illustrate some of the impor-
tant principles that have emerged from the study of both artificial and natural photo-
synthesis.

Antennas. The chlorophylls found in the reaction centres of organisms that carry
out oxygenic photosynthesis typically absorb sunlight at wavelengths shorter than
�680 nm. These wavelengths carry about 45% of the solar energy reaching the earth.
The ruthenium complexes and porphyrins often used in artificial photosynthesis are
generally limited to these or shorter wavelengths. Silicon solar cells, on the other
hand, function with light to about 1100 nm, and can absorb about 76% of the total
energy of sunlight. Moreover, silicon absorption is well-matched to the theoretical
best absorption range for a single junction photochemical solar energy converter.19

The efficiency of artificial (and natural) photosynthesis is limited by the narrow
wavelength range over which light is absorbed. In addition, most chromophores
such as chlorophylls, porphyrins and ruthenium complexes do not have high extinc-
tion coefficients at all wavelengths within their spectral ranges. How can these prob-
lems be addressed?
Photosynthetic organisms achieve efficient absorption of sunlight in the visible

and to wavelengths as long as 680 nm in two ways. First, they use antennas contain-
ing many chlorophyll molecules to absorb sunlight and deliver it to each reaction
centre via singlet-singlet energy transfer, thus in effect increasing the absorption
cross section of the reaction centre. Secondly, they employ auxiliary chromophores
such as carotenoid polyenes, phycoerythrins, and phycocyanins to absorb light in
regions where chlorophyll is not a strong absorber and transfer the energy to chlo-
rophylls and eventually to the reaction centre.
Similar strategies can be employed in artificial photosynthesis. An example is

molecule 1 (Fig. 3), which consists of a rigid hexaphenylbenzene core that organizes
a set of antenna chromophores.20 The two bis(phenylethynyl)anthracene (BPEA)
moieties absorb in the blue spectral region around 430–475 nm. The two borondi-
pyrromethene (BDPY) chromophores absorb strongly in the 475–530 nm region.
The two zinc porphyrins absorb in the 420 nm (Soret band) region, with less intense
Q-band absorption in the red region out to about 660 nm. Thus, the three kinds of
chromophores together cover the visible spectrum out to about 660 nm. Time
resolved spectroscopic studies show that both the BPEA and BDPY excited states
transfer singlet excitation energy to the porphyrins with time constants #15 ps
and quantum yields $96%. Energy transfer occurs both by hopping of excitation
from one chromophore to another ortho to it, and by direct transfer across the
central ring of the hexaphenylbenzene. Thus, the auxiliary chromophores are highly
This journal is ª The Royal Society of Chemistry 2012 Faraday Discuss., 2012, 155, 9–26 | 13
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Fig. 3 Artificial photosynthetic antenna 1, which consists of two bis(phenylethynyl)anthra-
cenes, two borondipyrromethenes, and two zinc porphyrins, all organized by a hexaphenylben-
zene core.
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efficient antennas for the porphyrins. This efficiency was obtained by tuning both the
thermodynamics of the various energy transfer steps and the chromophore separa-
tions and orientations in accord with the F€orster energy transfer theory.21,22 Once the
excitation energy is localized on the porphyrins, it can be used to initiate photoin-
duced electron transfer in an artificial reaction centre. In 1, this has been achieved
by self-assembly of a fullerene electron acceptor bearing two pyridine coordination
groups to the two zinc porphyrins.20

It was mentioned above that photosynthesis and many artificial photosynthetic
systems only absorb light at wavelengths < �700 nm, and that this also limits effi-
ciency. One obvious solution to this problem is to use chromophores with absorp-
tions at longer wavelengths. This approach has proven useful in artificial
photosynthetic constructs based on both ruthenium complexes and cyclic tetrapyr-
roles. However, the strategy has limitations with regard to water splitting. Thermo-
dynamically, conversion of water to hydrogen and oxygen requires 1.23 eV. This
corresponds to photons at�1000 nm. However, kinetics imposes much more restric-
tive limits on the process. Separating charge rapidly enough to compete with relax-
ation of excited states by other mechanisms requires significant thermodynamic
driving force, and prevention of rapid charge recombination to yield either the
ground state or original excited state necessitates the sacrifice of additional energy.
In addition, catalysts for water oxidation and for proton reduction require overpo-
tential (activation energy) in order to function. These energetic considerations
require photons of significantly more than 1.2 eV to actually perform water splitting.
One potential strategy for achieving efficient water splitting while still using

photons of wavelengths as long as 1000 nm is to design a tandem artificial photosyn-
thetic cell. The tandem arrangement uses two photosystems, and thus two photons
to generate the electrochemical potential necessary for water splitting, and has been
implemented in systems based on inorganic semiconductors.23 In such an artificial
photosynthetic device, one antenna-artificial reaction centre, absorbing from, say,
14 | Faraday Discuss., 2012, 155, 9–26 This journal is ª The Royal Society of Chemistry 2012
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400 nm to 700 nm, would be used to generate the redox potential necessary to
oxidize water at a catalyst. A second photosystem, electrochemically in series with
the first and absorbing in the 700–1000 nm spectral region, would generate the
potential necessary to drive catalytic hydrogen ion reduction to hydrogen gas.
Natural oxygenic photosynthetic organisms do in fact use two photosystems oper-

ating in series, but the absorption spectra of these photosystems overlap, rather than
complement one another, the potentials generated by the two photosystems do not
add linearly, and only photons of wavelengths of �680 nm or shorter contribute to
photosynthesis. It has been suggested that this apparent inefficiency in the natural
system could be addressed by clever synthetic biology.24

Artificial reaction centres. In the reaction centre, excitation energy resulting from
light absorption or singlet energy transfer from antennas initiates photoinduced elec-
tron transfer to generate a charge-separated state that stores some of the photon
energy as electrochemical potential energy. As described by theories originated by
Marcus,25,26 Hush,27,28 and Levich29 and since expanded upon by many researchers,
photoinduced electron transfer rates are functions of thermodynamic driving force,
solvent and internal reorganization energies, temperature, and the electronic
coupling between the initial and final states. The coupling is related to the orbital
overlap between donor and acceptor orbitals and therefore the donor–acceptor
separation, among other factors. Thus, when designing artificial reaction centres,
some relevant factors are the match between the absorption spectrum of the chromo-
phore and the solar spectrum, the energies of the excited state and various charge-
separated states, reorganization energies, and the electronic interaction between
donor and acceptor. One of the best ways to control this electronic interaction is
by covalent linkage of the donor and acceptor. In such situations, the electronic
coupling interactions usually occur via the chemical bonds of the linkage, rather
than simply through the space between moieties. Initial artificial reaction centre
research was performed using covalently linked porphyrin-quinone dyads in which
the porphyrin excited singlet state donates an electron to the quinone acceptor.31,32

However, a relatively large number of donor and acceptor moieties have now been
investigated.
Molecular triad 2 (Fig. 4) is an example of an artificial reaction centre.30 It consists

of a hexaphenylbenzene bearing two porphyrin electron donor moieties and
a fullerene electron acceptor in a macrocyclic arrangement involving a ring of 42
atoms. The two porphyrins are closely spaced, in an arrangement reminiscent of
that of the special pair of bacteriochlorophyll molecules in bacterial photosynthetic
reaction centres. The molecule is produced by an unusual cyclization reaction that
yields mainly a product with C2 symmetry and trans-2 disubstitution at the fullerene.
The macrocycle maintains a rigid, highly-constrained structure which in turn estab-
lishes a fixed electronic coupling among the components.
Excitation of a porphyrin generates the first excited singlet state 1P-C60-P. In

2-methyltetrahydrofuran solvent, very rapid photoinduced electron transfer
from the porphyrin to the fullerene (s ¼ 1.1 ps) yields a charge-separated state
P_+-C60_

�-P. The same state is produced by light absorbed by the fullerene moiety
(s ¼ 15 ps). The electron transfer rate constants are much larger than the rates for
decay of 1P-C60-P and P-1C60-P by other pathways (2.2 ns and 1.2 ns, respectively),
so the quantum yield of charge separation from either excited state is essentially
unity. The charge separated state has a lifetime of 2.7 ns. Cyclic voltammetric
measurements allow estimation of the energy of P_+-C60_

�-P as 1.46 eV. The energies
of 1P-C60-P and P-1C60-P are 2.06 eV and 1.71 eV. Thus, the charge-separated state
retains a reasonable fraction of the photon energy.
Note that charge recombination in 2 is over 2000 times slower than charge

separation. Covalently linked porphyrin–fullerene artificial reaction centres, which
have been studied since the mid 1990s,33 typically demonstrate rapid charge separa-
tion and slow recombination relative to many other types of artificial reaction
This journal is ª The Royal Society of Chemistry 2012 Faraday Discuss., 2012, 155, 9–26 | 15
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Fig. 4 Triad artificial reaction centre 2, wherein a hexaphenylbenzene bears two zinc porphy-
rins which in turn are linked to the same fullerene derivative. (a) Chemical structure. (b) Molec-
ular model in which the bromine and methoxy groups have been replaced by hydrogen in order
to facilitate calculations.30
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centres due to their small reorganization energies for electron transfer.34–36 A small
reorganization energy for electron transfer tends to locate the photoinduced electron
transfer reaction in a part of the ‘‘normal’’ region of the Marcus rate vs. free-energy-
change relationship where electron transfer is rapid, and the charge recombination
to the ground state in a part of the ‘‘inverted’’ region where transfer is slow.
Although charge recombination in 2 is slow relative to charge separation, the life-

time of the charge separated state is still rather short relative to the time scales
required for molecular diffusion or other processes that might be used to harvest
the chemical potential of the charge separated state and use it to make a fuel.
Natural reaction centres face the same dilemma: photoinduced charge separation
must be rapid to compete with decay of excited states by other pathways, but the
electronic coupling necessary for such rapid charge separation also leads to rapid
charge recombination. Photosynthetic organisms have solved this problem using
a multistep electron transfer strategy. Following the initial photoinduced electron
transfer event, the electron is moved through a series of intermediate donor–
acceptor moieties before reaching the final acceptor. Each step in this electron
transfer cascade is rapid due to relatively strong electronic coupling within each
donor–acceptor pair. However, at the end of the process, the electron and hole
(which has remained on the original chlorophyll donor or migrated to a nearby
moiety) are spatially well separated, the electronic coupling between them is weak,
and the lifetime of the state is long.
This multistep electron transfer strategy has been demonstrated in artificial reac-

tion centres since the mid 1980s.37–39 A more modern example of its application is
molecular triad 3 (Fig. 5).40 The molecule consists of a porphyrin light absorber
and primary electron donor linked to both a fullerene electron acceptor and a carot-
enoid secondary donor. Excitation of the porphyrin leads to formation of the first
excited singlet state, C-1P-C60. In the absence of photochemistry, this singlet state
would decay in about 10 ns (step 1 in Fig. 5b), but in the triad it decays in 32 ps
in 2-methyltetrahydrofuran at ambient temperatures to yield the C-P_+-C60_

� charge
separated state with at quantum yield of essentially unity (step 2). This state can
decay to the ground state with a time constant of 3.3 ns (step 3). However, electron
transfer from the carotenoid to the porphyrin radical cation (step 4, sometimes
16 | Faraday Discuss., 2012, 155, 9–26 This journal is ª The Royal Society of Chemistry 2012
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Fig. 5 Carotene–porphyrin–fullerene triad 3. (a) Structure of the triad. (b) Transient states of
the triad and the relevant interconversion pathways. The state energies are estimated from spec-
troscopic and cyclic voltammetric data. The energy of 3C in this molecule is not known, but is
substantially below that of singlet oxygen at about 1 eV.
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referred to as hole transfer) is much faster (s ¼ 125 ps). This charge shift reaction
produces a final C_+-P-C60_

� charge separated state with an overall quantum yield
of 95%, based on light absorbed by the porphyrin. The C_+-P-C60_

� state stores about
1.0 eV of the photon energy, and has a lifetime of 57 ns. It could in principle decay to
either the ground state (step 5) or to yield the carotenoid triplet state, which lies at
lower energy than the charge-separated state (step 6). In 2-methyltetrahydrofuran,
most of the decay yields the carotenoid triplet, but the partitioning between the
two pathways depends upon the solvent and temperature.41,42The 3C-P-C60 has a life-
time of 4.7 ms (step 7) in the absence of oxygen. At low temperatures, the lifetime of
C_+-P-C60_

� increases to several hundred ns. At all temperatures, the lifetime of
C_+-P-C60_

� is very sensitive to small magnetic fields.41–43 Magnetic field dependence
of the lifetimes of charge-separated states has been observed in photosynthetic reac-
tion centres, and may play a role in the navigation of birds and other animals.41

Triad 3 illustrates the multistep electron transfer route for obtaining long-lived
charge-separated states. Over the last 25 years, many examples of the application of
these ideas have been reported, and energetic charge separated states with lifetimes
of hundreds of ms or even a few ms have been reported.6–14 In principle, such lifetimes
allow ample time for harvesting the stored energy by chemical reactions.
Electron transfer reactions can be facilitated by coupling the electron transfer to

proton movement. The effect has been observed in porphyrin-quinone triad mole-
cules,44,45 and proton coupled electron transfer46–48 can be especially useful for
coupling the charge-separated states formed by reaction centres to catalysts for
water oxidation or fuel generation. For example, the transfer of an electron neces-
sarily increases negative charge on the acceptor and decreases negative charge on
the donor. Compensation of this charge by accompanying proton transfer can lower
This journal is ª The Royal Society of Chemistry 2012 Faraday Discuss., 2012, 155, 9–26 | 17
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product energies and activation energies. In photosystem II of oxygenic photosyn-
thesis, a photo-oxidized reaction centre P680_+ in turn oxidizes the oxygen-evolving
complex, which is the catalyst for water oxidation. A tyrosine residue in the protein
is thought to serve as a redox mediator between these two species. The P680_+

oxidizes this tyrosine, and during this process, a phenolic proton is transferred to
a hydrogen-bonded histidine residue. This change in the protonation state of the
tyrosine is thought to facilitate electron transfer by poising the redox of the tyrosine
between that of P680_+ and the manganese cluster in the oxygen evolving complex.
The synthetic system illustrated in Fig. 6 mimics this part of the natural photosyn-

thetic electron flow.49 Molecule 4 consists of a porphyrin chromophore and primary
electron donor (PF10) linked to a benzimidazole bearing a phenol (BiP). The
phenolic proton bound to oxygen is also hydrogen bonded to one of the nitrogen
atoms of the benzimidazole. Although in general phenols are difficult to oxidize
and show irreversible electrochemical behaviour in cyclic voltammetry, the
phenol-benzimidazole moiety of 4 shows quasi-reversible electrochemistry and is
oxidized at a potential whereby it can act as an electron donor to the porphyrin
radical cation of 4. Compound 4 is designed such that when adsorbed to a TiO2

nanoparticle (Fig. 6) and excited with visible light, rapid photoinduced electron
transfer occurs from the porphyrin excited singlet state (1PF10) into the conduction
band of the attached semiconductor. The BiP is thermodynamically poised (1.00 V
vs. SCE) to quench the resulting high-potential porphyrin radical cation (PF10_

+)
(1.35 V vs. SCE) via a secondary electron transfer, yielding the final charge separated
state (BiP_+-PF10-TiO2_

�). In EPR experiments, porphyrin excitation with light was
found to result in transfer of an electron to the TiO2 particle, and localization of
95% of the positive charges on the phenol/benzimidazole BiP moiety, in accord
with this design. These holes are thermodynamically capable of water oxidation,
and constructs similar to 4 may therefore be useful in artificial photosynthetic
systems for water splitting.

Fuel production catalyst. The proton reduction catalyst used in the device shown in
Fig. 2 is platinum, which is an excellent catalyst that functions at low overpotential.
Platinum, however is too rare and expensive for use in very large scale artificial
photosynthetic systems for hydrogen production. Living organisms carry out
hydrogen production and oxidation using hydrogenase enzymes, which have cata-
lytic sites that contain iron, or iron and nickel atoms. These catalysts function at
overpotentials as low as or lower than that of platinum, and some of them have
Fig. 6 A synthetic model system for photoinduced electron transfer (PET) and proton coupled
electron transfer (PCET) as is observed in photosynthetic water oxidation.

18 | Faraday Discuss., 2012, 155, 9–26 This journal is ª The Royal Society of Chemistry 2012
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very rapid turnover rates.50 Thus, nature has proven that rare metals are not
required for active proton reduction catalysts.
It is possible to use hydrogenases directly as catalysts in artificial photosynthesis.

An example is shown in Fig. 7.51 In this photoelectrochemical cell, two electrodes
are immersed in a buffer solution. The photoanode is the same type of nanoparticulate
TiO2 electrode used in the water splitting cell shown in Fig. 2. However, the sensitizer
is 5-(4-carboxyphenyl)-10,15,20-tris(4-methylphenyl)porphyrin. When the trans-
parent photoanode is illuminated, the porphyrin excited singlet states inject electrons
into the TiO2, from whence they flow to a cathode consisting of a microporous
carbon support to which is adsorbed an [Fe–Fe]-hydrogenase, CaHydA from C.
acetobutylicum. The enzyme is electrically connected to the supporting electrode,
and electrons flowing from the TiO2 photoanode are used by the hydrogenase to
produce hydrogen gas, which bubbles off the enzyme-bearing electrode. Meanwhile,
the oxidized porphyrin on the photoanode is regenerated by electron donation from
nicotinamide adenine dinucleotide in its reduced form (NADH). After two electron
donations, NADH is converted to NAD+ with concomitant release of a hydrogen
ion. In this construct, the biofuel NADH provides electrons, a proton and some of
the potential energy needed for hydrogenproduction. The remaining energynecessary
to overcome overpotentials and make hydrogen is provided by light. In this cell, plat-
inum cathodes and enzymatic cathodes produced hydrogen at comparable rates.51,52

The NADH is, of course, not a useful biofuel, but if a fuel such as methanol,
ethanol or glucose and a suitable dehydrogenase enzyme are added to the photoa-
node solution of such a cell, the dehydrogenase regenerates NADH by reduction
of the coenzyme NAD+ and oxidizes the biofuel substrate.53 For example, methanol
has been oxidized to carbon dioxide in such a cell using a suitable enzyme system.
Hydrogenases are relatively large, complex enzymes, and are sensitive to deactiva-

tion by oxygen. Thus, they are not ideal catalysts for artificial photosynthetic
Fig. 7 Photoelectrochemical biofuel cell for producing hydrogen gas from a biofuel. The
NADH biofuel shown here can be regenerated through addition of a dehydrogenase enzyme
and a more traditional biofuel such as methanol, ethanol or glucose.
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hydrogen production. There have been many attempts to produce analogs of the
hydrogenase active site and hundreds of these are known, although their activity
varies.54 A variety of other catalytic materials for hydrogen production are also
being investigated, and much progress is being made. However, the ideal proton
reduction catalyst which uses inexpensive and abundant elements, is stable, and op-
erates with high turnover rate near the thermodynamic potential for the hydrogen
production/oxidation redox couple has not yet been discovered.

Water oxidation catalyst. Water oxidation catalysts based on iridium oxide, plat-
inum, ruthenium complexes and other rare and expensive elements sometimes work
well, but are not practical for very large-scale use. They may be useful for smaller,
specialty applications. Catalysts that use abundant, inexpensive elements are, of
course, more desirable. Here again, natural photosynthesis demonstrates that such
catalysts are possible. The oxygen evolving complex found in oxygenic photosynthesis
includes four manganese atoms and a calcium atom coordinated by the amino acid
side chains of the surrounding protein.15 This complex is clearly a successful catalyst,
as it provides the energetic electrons that power nearly all life, has operated success-
fully for several billion years, and is responsible for the oxygenated atmosphere of the
earth. The development of artificial water oxidation catalysts that employ abundant
elements is a very active research field, but as yet an inexpensive, robust catalyst
that functions with very little overpotential (and is therefore reversible) has yet to
be discovered. Cobalt oxide materials appear to be very promising,55–57 and prelimi-
nary results with manganese58,59 and other metal60 oxides are intriguing.

Photoprotection. The high energy of visible photons, the photochemical reactivity of
biomolecules, and the necessity to perform at least parts of photosynthesis in an
oxygenated environment raise questionsof stability inbothnatural andartificial photo-
synthesis. Indeed, photosynthetic organisms do suffer photodamage, and as a result
have developed various photoprotection and repair mechanisms. It seems probable
that artificial photosynthetic systems could benefit from photoprotection as well. The
research effort devoted to mimicking photoprotection has been small compared to
that expended in developing functional artificial photosynthetic reaction centres and
catalysts, but some progress has been made. As with the other aspects of artificial
photosynthesis discussed above, the natural process can provide useful paradigms.
Much of the photodamage in photosynthesis occurs when the photon flux causes

the initial events of photosynthesis to occur more rapidly than later, dark reactions
can use the redox potential produced. If the high-energy intermediates resulting
from photoinduced electron transfer are not rapidly consumed to further the normal
photosynthetic chemistry, they will react with other components of the organism,
causing photodamage.
One example is found in reaction centres, where the result of stepwise photoin-

duced electron transfer is a chlorophyll radical cation and a reduced quinone. In
the normal course of events, the reduced quinone leaves the reaction centre and is
replaced prior to new photoinduced electron transfer events. However, at high light
levels the initial steps of charge separation can recur before replacement of the
reduced quinone. Thus, the electron produced by photoinduced electron transfer
cannot migrate completely down the redox chain, and instead recombines with
the oxidized chlorophyll to generate a chlorophyll triplet state. Chlorophylls,
porphyrins and many other chromophore triplet states are excellent sensitizers for
production of singlet oxygen from ground-state oxygen by an energy transfer
process. If this occurs in the reaction centre, the singlet oxygen attacks lipids and
other tissues, causing photodamage.
Photosynthetic organisms limit such photodamage by using carotenoid polyenes

as photoprotective agents. The carotenoids rapidly quench chlorophyll triplets by
triplet–triplet energy transfer, generating low-energy carotenoid triplet states which
cannot sensitize singlet oxygen production and decay to the ground state within
20 | Faraday Discuss., 2012, 155, 9–26 This journal is ª The Royal Society of Chemistry 2012
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a few ms with the liberation of heat. Carotenoids can also quench singlet oxygen after
it has been formed, further limiting tissue damage.
These photoprotective effects of carotenoid polyenes were first mimicked in

molecular constructs for artificial photosynthesis some time ago.61–66 For example,
carotenoporphyrin (C–P) 5 (Fig. 8) features a carotenoid polyene (C) linked to
a tetra-arylporphyrin (P) via an amide group.63 In deoxygenated toluene solution,
excitation of the porphyrin moiety with a laser pulse at 590 nm generates the
porphyrin excited singlet state C-1P. Time-resolved fluorescence studies show that
this state decays with a time constant of 5.2 ns. One of the products of this decay
is the porphyrin triplet state, C-3P. In general, porphyrin triplet states are excellent
singlet oxygen sensitizers. However, in 5, transient absorption studies with excitation
of the porphyrin at 650 nm show that C-3P is converted into the carotenoid triplet
state 3C–P by triplet–triplet energy transfer with a time constant smaller than the
time resolution of the spectrometer (s <10 ns). It may in fact be that the rate constant
for triplet energy transfer is greater than that for decay of the porphyrin singlet state.
The 3C–P state decays to the ground state with a time constant of 5.7 ms in the
absence of oxygen. Because C-3P is quenched much more rapidly by energy transfer
to the carotenoid than by diffusional quenching by molecular oxygen in oxygenated
solutions, this carotenoporphyrin cannot generate singlet oxygen, and is photopro-
tected. Triplet–triplet energy transfer requires orbital overlap of the chromophores,
and the dependence of the transfer rate on the nature of the linkage between the
carotene and porphyrin and on the presence or absence of intramolecular motions
is strong, as discussed in the articles referenced above.
Another type of photoprotection found in photosynthetic organisms is non-

photochemical quenching (NPQ). Under low light conditions, the organism tunes
its systems to maximize light absorption and photosynthetic yield. If ambient light
levels increase, overdriving of photosynthesis can lead to the build-up of toxic inter-
mediates that destroy vital cellular components. Plants limit such damage by down-
regulating the fraction of absorbed light energy available for photosynthesis in the
reaction centre as light levels increase.
In cyanobacteria, NPQ is thought to involve orange carotenoid protein (OCP) in

the phycobilisome antennas that provide excitation energy for water oxidation.67,68

The OCP exists in a thermally stable form that absorbs blue-green light, and has
no effect on the singlet excited states of chlorophylls. However, light absorption
by the carotenoids of these proteins leads to structural changes, producing a
Fig. 8 A covalently linked carotenoporphyrin dyad that demonstrates photoprotection from
singlet oxygen damage via rapid quenching of the porphyrin triplet state by the carotenoid
through triplet–triplet energy transfer.
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red-light-absorbing form that can thermally revert to the stable form. This red form
of the protein quenches chlorophyll excited singlet states, preventing them from
transferring excitation energy to reaction centre chlorophylls where photoinduced
electron transfer occurs. The ratio of the two forms of OCP is controlled by the
intensity of blue-green light and the temperature, and therefore at high light levels
photosynthesis is down regulated.
A synthetic molecule that mimics this process has been reported.69 Pentad 6

(Fig. 9a) includes five photochemically active components. The central porphyrin
(P) is linked to a fullerene electron acceptor (C60) and two BPEA antennas. In addi-
tion, it bears a quinoline-derived dihydroindolizine photochrome (DHI). The closed,
spirocyclic form of the photochrome (see 6c) is the thermodynamically more stable
isomer. Thermal isomerization at ambient temperatures favours this form of the
molecule, in which the DHI has no effect upon the photochemistry of the rest of
the pentad. The open, betaine isomer (BT, see structure 6o) is generated by photo-
isomerization initiated by light absorption in the UV and blue light portions of
the spectrum. The absorption spectrum of BT and its spatial arrangement relative
to the remainder of the molecule are tuned so that it can rapidly quench the excited
states of the porphyrin and BPEA antennas by singlet-singlet energy transfer.
The pentad behaves in the following way. At relatively low intensities of white

light irradiation of 6 in 2-methyltetrahydrofuran solution, the BPEA moieties
absorb in the 430–475 nm region and efficiently (F ¼ 1.0) transfer excitation energy
to the porphyrin (s ¼ 4.0 ps) to yield the porphyrin first excited singlet state. The
porphyrin excited state, formed by energy transfer or by direct absorption of light,
decays by photoinduced electron transfer to the fullerene (s ¼ 2.4 ns) to yield the
P_+-C60_

� charge-separated state with a quantum yield of 0.82. The charge separated
state has a lifetime of 14.0 ns. Thus, the molecule acts as a typical artificial photo-
synthetic antenna–reaction centre unit, and the DHI moiety has no influence. As
the light intensity is increased, an increasing fraction of the sample is in the betaine
form (6o). In 6o the lifetime of the porphyrin first excited singlet state is reduced to
33 ps due to singlet-singlet energy transfer to the BT. This quenching reduces the
quantum yield of the P_+-C60_

� state to only 1%.
The photochemistry of 6 allows it to act as an adaptive, self-regulating molecular

nonlinear transducer that functionally mimics the role of the orange carotenoid
protein in cyanobacteria. This is illustrated in Fig. 9b. Along the abscissa are plotted
the results of experiments carried out on a solution of 6 in deoxygenated
2-methyltetrahydrofuran. Each point was obtained after 20 s of white light illumina-
tion of the solution of 6c at relative intensities indicated by the open circles. The
Fig. 9 (a) Self-regulating artificial photosynthetic reaction centre. (b) Quantum yield of charge
separation in 6 (solid circles) at different light intensities (open circles).
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fluorescence emission from the porphyrin, excited at 480 nm, was immediately
measured at each point, and the quantum yield of charge separation was determined
(solid circles). Due to the increasing fraction of 6 present in the quenched form 6o as
the light level is increased, the quantum yield of charge separation decreases
smoothly as the white light intensity increases, dropping from 82% at low light levels
to 37% at the highest levels of white light employed in this particular experiment.
When the white light intensity is reduced, the quantum yield rises, eventually return-
ing to its initial value at low light.
Another kind of NPQ is found in green plants. A consequence of photoinduced

electron transfer in reaction centres is release of protons into the thylakoid lumen,
leading to a pH and charge gradient (membrane potential DJ) across the photosyn-
thetic membrane. The chemical potential stored in this gradient powers many of the
subsequent reactions of energy conversion. At high light levels the lumen pH drops,
signalling that electron transfer, which produces reactive high-energy intermediates,
is outpacing the fuel-producing reactions that consume the pH gradient. Low pH
activates NPQ, which down regulates reaction centre function by converting excita-
tion energy into heat before it can reach the reaction centre and initiate electron
transfer. The process by which this occurs is not fully understood, but is known
to involve chemical modification of a carotenoid polyene. The modified polyene
quenches chlorophyll excited states, possibly by electron and/or energy trans-
fer.68,70–75 Recently, the formation of short-lived exciton states has been proposed
as a mechanism of NPQ in some natural and artificial antenna systems.66,76

Synthetic hexad 7 (Fig. 10) functionally mimics the role of the antenna system in
green plant NPQ.77 The molecular hexad comprises five zinc porphyrins and a pH-
sensitive dye organized by a hexaphenylbenzene core. When the hexad is dissolved
in an organic solvent, the zinc porphyrin antenna moieties absorb light, rapidly
exchange excitation energy, and ultimately decay by normal photophysical processes
(s ¼ 2.1 ns). The dye moiety is in the spirocyclic form (see 7c) which does not absorb
light in the visible and has no effect on the porphyrin artificial antenna system. The
zinc porphyrin excited state lifetimes are long enough to permit harvesting of the exci-
tation energy for photoinduced charge separation or other work.However, when acid
is added, the dyemoiety is converted to the open form (in 7o), which rapidly (s<40 ps)
quenches all of the porphyrin excited states, converting the excitation energy to heat
and rendering the porphyrins kinetically incompetent to readily performuseful photo-
chemistry. The hexad is functionally analogous to NPQ in the antenna, but does not
mimic the role of the reaction centre in producing a proton gradient.
Fig. 10 Acid-regulated artificial photosynthetic antenna. The pH-sensitive dye moiety is con-
verted from the spirocyclic form in 7c to the open, protonated form in 7o by addition of an acid
H–X. In 7o, the dye rapidly quenches the excited singlet states of all of the porphyrins.
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Device design. Useful artificial photosynthesis requires not only design of suitable
components for a fuel production system as discussed above, but also ultimately
combining these components in a functional overall system or device. The system
must be optimized for sunlight collection, transport of electrons from reaction
centres to fuel production catalysts, transport of oxidizing equivalents from reaction
centres to water oxidation catalysts, accumulation of oxidation and reduction equiv-
alents for the necessary mutielectron processes, separation and removal of products,
prevention of charge recombination and other energy wasting reactions, overall effi-
ciency and ultimately stability and cost. Investigating such systems engineering
requires complete fuel production devices such as that shown in Fig. 2, and artificial
photosynthesis research is only recently reaching the stage of maturity that will
permit investigation of these considerations. Thus far, most research has focused
mainly on the individual components of a system.
In this connection, there are two extremes in the design spectrum. The first is

a modular approach: the development of discrete reaction centres and catalysts,
with electrical connections between them made by conventional conductors or semi-
conductors. The second approach is monolithic, wherein integrated nanoscale
devices carry out light absorption and oxidative and reductive catalysis. The
modular approach has the advantage that individual components can be optimized
in the absence of the other units and easily replaced as better systems are developed.
The second approach could offer advantages in terms of materials utilization and
expense, but optimization of all parts of a monolithic device concurrently could
be difficult. In addition, physical separation of oxygen and a fuel such as hydrogen
gas is certainly desirable and could require additional engineering and energetic
costs. Of course, hybrid approaches are possible, and may prove most successful.
For example, reaction centres that produce high energy excited states or dangerously
strong oxidizing equivalents could be integrated with water oxidation catalysts so as
to reduce the potential for oxidative damage, while reducing equivalents from these
same reaction centres could be transported by conductors to a separate compart-
ment for fuel production. Photosynthesis uses this strategy. In photosystem II, the
reaction centre generating oxidation potential and the water oxidation catalytic
site are closely coupled in the same enzyme, whereas reductive chemistry for fuel
production occurs at more distant sites.
Conclusions

As illustrated by the examples above, artificial photosynthesis has progressed far
since the early photochemistry of Ciamician’s time. However, much more research
is needed before artificial photosynthesis can compete with other technologies for
practical energy production. For those working in the field, there are two inescap-
able facts that guide and inspire. First, fuel production using solar energy must
become practical if human society is to prosper and endure while avoiding environ-
mental catastrophe. Secondly, the powering of our biosphere by natural photosyn-
thesis operating at about 130 TW demonstrates that environmentally benign,
sustainable solar fuel production at tremendous scale is possible.
D. G. thanks the Center for Bio-Inspired Solar Fuel Production, an Energy Fron-

tier Research Center funded by the U.S. Department of Energy, Office of Science,
Office of Basic Energy Sciences under Award Number DE-SC0001016 for support
of this work.
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A bioinspired redox relay that mimics radical
interactions of the Tyr–His pairs of photosystem II
Jackson D. Megiatto Jr1†, Dalvin D. Méndez-Hernández1, Marely E. Tejeda-Ferrari1, Anne-Lucie Teillout1,3,

Manuel J. Llansola-Portolés1, Gerdenis Kodis1, Oleg G. Poluektov2, Tijana Rajh2, Vladimiro Mujica1,

Thomas L. Groy1, Devens Gust1, Thomas A. Moore1 and Ana L. Moore1*

In water-oxidizing photosynthetic organisms, light absorption generates a powerfully oxidizing chlorophyll complex
(P680†1) in the photosystem II reaction centre. This is reduced via an electron transfer pathway from the manganese-
containing water-oxidizing catalyst, which includes an electron transfer relay comprising a tyrosine (Tyr)–histidine (His)
pair that features a hydrogen bond between a phenol group and an imidazole group. By rapidly reducing P680†1, the relay
is thought to mitigate recombination reactions, thereby ensuring a high quantum yield of water oxidation. Here, we show
that an artificial reaction centre that features a benzimidazole–phenol model of the Tyr–His pair mimics both the short-
internal hydrogen bond in photosystem II and, using electron paramagnetic resonance spectroscopy, the thermal relaxation
that accompanies proton-coupled electron transfer. Although this artificial system is much less complex than the natural
one, theory suggests that it captures the essential features that are important in the function of the relay.

P
hotosystem II (PSII), the enzyme that uses sunlight to oxidize
water to molecular oxygen, contains two redox-active tyrosines
called tyrosine Z (TyrZ) and tyrosine D (TyrD), which are

located in positions related by approximately two-fold rotational
symmetry in the D1 and D2 core proteins, respectively1–3.
According to the recently determined PSII crystal structure3, TyrD
is located in a relatively hydrophobic domain with its phenolic
proton forming a short hydrogen bond with the imidazole nitrogen
atom of a nearby histidine, D2-His189. In contrast, TyrZ is in a more
hydrophilic environment, forming an even shorter hydrogen bond
with the corresponding D1-His190. Photo-oxidation of both tyro-
sines during PSII activity is coupled to the transfer of their phenolic
protons, most likely to their respective hydrogen-bonded histidine
partners. The resulting neutral tyrosyl radicals TyrZ

† and TyrD
†

have different functional roles in the enzyme. TyrZ
† is directly

involved in the water oxidation process, whereas TyrD
† is not4–10.

Because of the extraordinarily long lifetime (several hours under
some conditions) of the TyrD

† radical, it has been possible to study
it using a number of techniques11–15. Using high-field electron para-
magnetic resonance (EPR), Faller and colleagues demonstrated15

that oxidation of TyrD in OEC-depleted PSII reaction centres
occurs through a high-energy radical intermediate that can be
trapped at 1.8 K. The initial radical formed at 1.8 K relaxes at
77 K to yield a phenoxyl radical with a longer hydrogen bond to
the histidine.

Designing synthetic models able to mimic intricate protein/radi-
cal interactions that ultimately allow the generation of highly ener-
getic but long-lived radicals through proton-coupled electron
transfer reactions (PCET) is a challenging step in the development
of artificial photosynthetic devices16 and could lead to a deeper
understanding of the more complex natural system17. A bioinspired
organic/inorganic hybrid system, triad-1, consisting of approxi-
mately three to four dyads of benzimidazole–phenol porphyrin

moieties (BiP–PF10) attached to a nanoparticle of TiO2, has been
constructed. Although it is not structurally a triad, it functions as
such. Excitation of the porphyrin is followed by electron transfer
to the nanoparticle, and a second electron transfer from BiP to
the porphyrin radical cation ensues. The second electron transfer
is coupled to an associated proton transfer process to yield a final
charge-separated state characterized by an electron in the semicon-
ducting TiO2 nanoparticle, a benzimidazolium cation and a neutral
phenoxyl radical that is thermodynamically competent to oxidize
water18 (Fig. 1).

Using EPR spectroscopy, we provide evidence that the formation
of the phenoxyl radical species in triad-1 at 13 K results in an ener-
getic intermediate radical state, which at 100 K undergoes a change
that can be interpreted in terms of solvation and conformational
reorganization to yield a relatively more stable phenoxyl radical.
This relaxation mimics that observed for the D2-TyrD–His189
pair in PSII15 and suggests a key role of PCET in mediating electron
transfer between natural and artificial reaction centres and water-
oxidizing catalysts.

Results
The formation of a charge-separated state in triad-1 is unambigu-
ously verified by the X-band (9.5 GHz) EPR spectrum
(Supplementary Fig. 1), which shows an axially symmetric signal
with g‖¼ 1.961 and g⊥¼ 1.989, corresponding to electrons in the
TiO2 interior, and an isotropic signal at g¼ 2.0043 that corresponds
to holes localized on the organic part of the construct. Importantly,
this spectrum clearly indicates an approximately equal number of
injected electrons in the TiO2 nanoparticles and holes in the
organic moiety, confirming that excitation of the porphyrin (PF10)
is followed by charge separation via electron transfer from PF10 to
the semiconductor19,20. The EPR signals observed with dyad-2
(see structure in Fig. 4), which lacks the primary electron
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acceptor (TiO2), is �1% of the signal obtained with triad-1
(Supplementary Fig. 2).

Following the initial charge separation, a secondary electron
transfer from the phenol moiety of BiP to PF10

†þ is expected to
form a phenoxyl radical. Evidence for such a process comes from
transient absorption studies with a molecular triad system, where
in place of the TiO2 nanoparticle of triad-1, a high-potential tetra-
cyano porphyrin was used as the primary electron acceptor18.

Any change in the local environment of the initially formed phe-
noxyl radical of triad-1 on annealing can be determined from high-
resolution, temperature-dependent EPR measurements by following
the change of the g-tensor component oriented along the phenolic
C–O bond ( gx). For phenoxyl radicals, a spin–orbit coupling inter-
action between the unpaired electron in the singly occupied molecu-
lar orbital (SOMO) and the non-bonding electron pairs of the
oxygen atom induces a magnetic moment, which results in a devi-
ation of the gx component of the g-tensor from the free electron
g-value ( ge¼ 2.0023). Hydrogen bonding with the lone pair of the
oxygen atom in the oxygen-centred radicals and/or delocalization
of the unpaired spin density are known to decrease this deviation,
yielding radicals with lower gx values21,22.

When a suspension of triad-1 in acetonitrile at 13 K is irradiated
with a 532 nm laser, the high-resolution D-band (130 GHz) EPR
spectrum (Fig. 2, purple trace) is dominated by the resolved g

anisotropic coupling tensors (gx¼ 2.0056; gy¼ 2.0042; gz¼ 2.0021).
Annealing the sample at 100 K in the dark for 10 min and returning
to 13 K (see Methods) results in a significant increase in the gx value
from 2.0056 to 2.0061, while the other two g-tensor components
remain unchanged (Fig. 2, green trace). These observations clearly
indicate the thermally activated conversion of the initially formed
phenoxyl radical species to another in which structural and
solvent reorganization have taken place23–29. This temperature
dependence of the gx values was not observed in a construct
related to triad-1 in which the benzimidazole was the linker
between PF10 and the phenol group20 and has not been reported
in any other BiP system or artificial system that mimics PSII.

Extensive theoretical and experimental EPR investigations of
proteins and model compounds have established that the gx
values for non-interacting tyrosyl and phenoxyl radicals in
nonpolar environments are larger than 2.0080, whereas those
radicals engaged in hydrogen bonds range from 2.0064 to 2.0075
(refs 23,28). A protonated phenoxyl radical can be understood as
an extreme case where one of the oxygen lone pairs is engaged in
a covalent bond with the proton. A very low gx value is therefore
expected for such a radical. From density functional theory
(DFT) calculations, the gx value for a protonated phenoxyl radical
in a BiP model compound has been estimated to be as low as
2.004 (refs 23,25).

The gx values determined at low temperature (2.0056) and after
annealing and returning to 13 K (2.0061) for the phenoxyl radicals
in triad-1 are lower than those reported in the literature for such
radicals interacting exclusively through hydrogen bonds20,23–28,
suggesting spin delocalization between the phenoxyl radical and
the high-potential porphyrin (vide infra), but are significantly
higher than the gx value calculated for a protonated phenoxyl
radical (2.004)25. The fact that the gx values are higher than that
of the protonated phenoxyl radical strongly indicates that both phe-
noxyl radicals detected in the present study are formally neutral rad-
icals. This supports the hypothesis that the oxidation of the phenol
in triad-1 occurs with transfer of the phenolic proton to the benzi-
midazole group, even at 13 K.

Spin delocalization over the porphyrin core in the radical of
triad-1 is supported by DFT calculations on the organic component
of triad-1 (Supplementary Fig. 4), which reveal non-negligible spin
density over the porphyrin moiety. Data from electrochemical
experiments in acetonitrile on the methyl ester derivative of the
organic component of triad-1 (dyad-2, chemical structure in
Fig. 4) corroborate delocalization of the spin and cationic charge
of the phenolic radical onto the porphyrin. The first porphyrin oxi-
dation in dyad-2 occurs at a much higher potential (about 1.65 V,
versus saturated calomel electrode (SCE)) than that of a porphyrin
model compound lacking the BiP group (1.29 V versus SCE),
whereas the phenol oxidation potential is roughly the same
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(1.00 V versus SCE) in dyad-2 and in a BiP model compound
lacking the porphyrin group (1.04 V versus SCE) (Supplementary
Table 3). Because in dyad-2 the phenol electrochemical oxidation
occurs at �1 V, and formation of the porphyrin radical cation is
the second electrochemical oxidation, the increase of the porphyrin
oxidation potential from 1.29 V to 1.65 V is clear evidence that the
hole of the BiP residue is partially delocalized over the porphyrin
core, making it harder to oxidize.

Formation of a neutral phenoxyl radical in triad-1 at 13 K, where
nuclear motions are restricted, implies that very little energy, prob-
ably only zero-point motion, is required for the proton to move to a
new potential minimum during oxidation of the phenol residue.
This finding indicates that the BiP group is well-oriented to form
a strong intramolecular hydrogen bond, which creates a coordinate
for proton motion that facilitates its transfer, even at very low temp-
eratures13,23,24,30–33. Structural investigation of dyad-2 confirms the
formation of a strong intramolecular hydrogen bond. The crystal
structure of dyad-2 (Fig. 3, CCDC deposition no. 949079) reveals
that the phenol and benzimidazole moieties are nearly coplanar
with a dihedral angle of 14.68, which is significantly smaller than
those between 298 and 338 observed for similar systems in the
absence of intramolecular hydrogen bonds23. This relatively small
dihedral angle between the two hydrogen-bonded partners in
dyad-2 results in a short O. . .N distance of 2.58 Å, indicating the
presence of a strong electrostatic interaction between the phenolic
proton and the lone pair of the nitrogen atom on the BiP34.

The strong hydrogen bond in dyad-2 is also observed in solution.
The 1H NMR spectrum of dyad-2 in chloroform (Fig. 4) shows the
presence of a sharp signal at 14.23 ppm, which is unambiguously
attributed to the phenolic proton35. Such a downfield shift from
the usual 5–6 ppm region indicates that the phenolic proton is rela-
tively far from the shielding effects of the electrons on the oxygen
atom, and the sharpness of the peak is strong evidence that the phe-
nolic proton is not exchanging on the NMR timescale, which is
ensured by the strong intramolecular hydrogen bond28,34. The 1H
NMR spectra in more polar media (deuterated acetonitrile, –OH
resonance at 14.47 ppm; deuterated acetone, –OH resonance at
14.58 ppm) lead to similar conclusions.

Furthermore, when comparing the 1H NMR spectrum of dyad-2
in deuterated acetonitrile with that of a simple BiP model20, the
–OH resonance in dyad-2 is found 0.8 ppm further downfield.
This is evidence for a stronger hydrogen bond in dyad-2. We
propose that the strong electron-withdrawing effect of the fluori-
nated porphyrin bonded to the phenol residue renders the phenolic
group significantly more acidic, reducing its pKa to a value closer to
that of the benzimidazolium ion. This inductive effect promotes a
better match of the proton affinities of the two hydrogen-bond part-
ners in dyad-2, hence accounting for the observed strong hydrogen
bond30. Turning to the distal proton of the benzimidazole group, its
NMR resonance in dyad-2 is shifted downfield from 9.88 ppm in
the nonpolar chloroform to 11.09 ppm in acetonitrile and to

12.43 ppm in acetone (Fig. 4), indicating increasing hydrogen
bond formation with the solvent.

Discussion
As mentioned already, the high gx values for the phenoxyl radicals of
triad-1 (2.0056 and 2.0061) compared to that of a protonated phe-
noxyl radical (2.004) provide clear evidence that the electron trans-
fer from the phenol to the radical cation of the porphyrin in triad-1
occurs with transfer of the phenolic proton to the benzimidazole
group. The presence of a strong hydrogen bond between the
phenol and the benzimidazole moiety leads to the possibility that
the electron and proton transfer reactions occur through a single
step in a concerted mechanism. The concerted mechanism is sup-
ported by thermodynamic considerations. Electrochemical investi-
gation in acetonitrile (Supplementary Table 3) reveals that a
porphyrin model compound lacking the BiP group shows a stan-
dard potential of 1.29 V (versus SCE), while a non-hydrogen
bonded phenol model has an oxidation potential of 1.36 V (versus
SCE, irreversible). Therefore, the photogenerated fluorinated por-
phyrin radical cation (PF10

†þ) should not be thermodynamically
competent to oxidize the phenol residue in triad-1 without transfer
of the proton to the benzimidazole moiety, rendering the stepwise
electron transfer followed by proton transfer (ET-PT) mechanism
unlikely although it cannot be absolutely excluded with the present
information18. A proton transfer followed by electron transfer
(PT-ET) stepwise mechanism is also unlikely in the case of triad-1,
as the benzimidazolium cation (pKa ≈ 7) is a stronger acid than
the phenol group (pKa ≈ 27) in acetonitrile30,36, even after taking
into consideration the inductive effect of the electron-deficient
PF10 on the phenol36,37.

The observation that both electron and proton transfer processes
occur at 13 K strongly suggests that either the proton tunnels from a
site near the phenolic oxygen to one near the imidazole nitrogen or
its zero-point energy is higher than the proton transfer barrier28,33.
Although tunnelling usually has a distinct kinetic isotope effect
(KIE) signature, a negligible KIE was observed in electrochemical
experiments with dyad-2 (1.0+0.2) (Supplementary Fig. 8).
Theory predicts that under certain circumstances a vanishingly
small KIE would be observed for PCET reactions involving proton
tunnelling38. Additional electrochemical measurements with
model systems and theoretical calculation are being conducted to
clarify this issue.

Focusing on the temperature-induced relaxation process
observed in the EPR experiments, DFT calculations were performed
in an effort to elucidate the cause(s) responsible for the thermal
relaxation of the phenoxyl radicals initially generated upon illumi-
nation of triad-1 at 13 K. Following literature methodology25, the
g-values for different structures of the radical cation of the
organic component of triad-1 were calculated (Supplementary
Fig. 5 and Table 1).

The calculated gx value for structure A†þ (Fig. 5) is consistent
with the experimental gx value at 13 K. The main features of A†þ

are that the phenolic proton resides on the benzimidazole group,
the benzimidazole distal proton is hydrogen-bonded with a water
molecule, and a second water molecule is hydrogen-bonded to the
phenoxyl oxygen. These features are consistent with the tentative
conclusion that the PCET process at the BiP moiety occurs in a con-
certed single step and the observation that the distal proton is
hydrogen-bonded with solvent molecules. At 13 K, neither solvent
molecule has enough energy to reorganize, resulting in a high-
energy state with a gx of 2.0056.

On warming the solution to 100 K, the energy available for solvent
reorganization increases and hydrogen bond formation involving the
solvent and the newly formed N–H site is possible, resulting in
structure B†þ. Compared to A†þ, B†þ (which has a new bifurcated
hydrogen bond with a water molecule) shows an increase in both

2.58 Å

14.6° = φ

Figure 3 | Crystal structure of dyad-2. Carbon is shown in grey, oxygen in

red, nitrogen in blue and fluorine in green. On the right, a partial structure of

dyad-2 is shown where the t-butyl group ortho to the phenol and part of the

porphyrin have been deleted to better visualize the dihedral angle between

the phenol and imidazole groups.

NATURE CHEMISTRY DOI: 10.1038/NCHEM.1862 ARTICLES

NATURE CHEMISTRY | VOL 6 | MAY 2014 | www.nature.com/naturechemistry 425

© 2014 Macmillan Publishers Limited. All rights reserved. 

 

http://www.nature.com/compfinder/10.1038/nchem.1862_comp2-dyad
http://www.nature.com/compfinder/10.1038/nchem.1862_comp2-dyad
http://www.nature.com/compfinder/10.1038/nchem.1862_comp2-dyad
http://www.nature.com/compfinder/10.1038/nchem.1862_comp2-dyad
http://www.nature.com/compfinder/10.1038/nchem.1862_comp2-dyad
http://www.nature.com/compfinder/10.1038/nchem.1862_comp2-dyad
http://www.nature.com/compfinder/10.1038/nchem.1862_comp2-dyad
http://www.nature.com/compfinder/10.1038/nchem.1862_comp2-dyad
http://www.nature.com/compfinder/10.1038/nchem.1862_comp2-dyad
http://www.nature.com/compfinder/10.1038/nchem.1862_comp2-dyad
http://www.nature.com/compfinder/10.1038/nchem.1862_comp2-dyad
http://www.nature.com/compfinder/10.1038/nchem.1862_comp2-dyad
http://www.nature.com/compfinder/10.1038/nchem.1862_comp2-dyad
http://www.nature.com/compfinder/10.1038/nchem.1862_comp2-dyad
http://www.nature.com/compfinder/10.1038/nchem.1862_comp2-dyad
http://www.nature.com/doifinder/10.1038/nchem.1862
http://www.nature.com/naturechemistry


the BiP dihedral angle and in the O–H and O–N distances, which
would result in an increase of the gx value. Indeed, the calculated gx
value for B†þ is in agreement with the gx value observed after
annealing at 100 K, indicating that B†þ or similar structures are plaus-
ible (Supplementary Table 1). Calculations performed using aceto-
nitrile as the hydrogen-bonding solvent yielded similar results
(Supplementary Fig. 5 and Table 1).

The inclusion of explicit solvent molecules in a continuum model
for the calculated g values results in a better match to the values
observed experimentally in the case of o-semiquinones in protic sol-
vents39,40. In our model, the water molecule around the proximal

N–H bond of B†þ is acting as a hydrogen bond acceptor with the
newly formed N–H and as a hydrogen bond donor to the phenoxyl
oxygen. Interestingly, this water molecule is positioned similarly to
the water molecule hydrogen-bonded to TyrD

† proposed for the
multiple proton pathway mechanism of Barry and colleagues for
the reduction of TyrD

† to TyrD
29,41,42. We also note that several

ordered water molecules are present around TyrZ His 190 in the
water-oxidizing branch of PSII3.

In summary, a hybrid construct comprising approximately three
to four molecular dyads attached to a semiconductor nanoparticle
has been found to model the functional and structural aspects of
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a PCET process thought to be central to water oxidation in PSII. In
this construct, just as in PSII15,43, high-field EPR clearly detects the
formation of phenoxyl radicals in two different states, a higher-
energy state formed at 13 K and a relaxed state observed when the
sample is warmed to 100 K. DFT calculations indicate that solvent
molecules solvating the initial O–H. . .N site must reorganize to
solvate the newly formed O. . .H–N site. This reorganization is
blocked at 13 K, resulting in a higher-energy state with a gx value
of 2.0056. After warming to 100 K, the solvent molecules around
the new O. . .H–N site reorganize to form a bifurcated hydrogen
bond. Such solvent reorganization and structural rearrangements
around the BiP result in the relaxed final structure with a gx value
of 2.0061. Thermodynamic considerations suggest that the PCET
in the case of triad-1 probably occurs by a concerted mechanism.

The thermal relaxation observed by high-field EPR in these
systems is not ubiquitous. A construct similar to triad-1, but
having a weaker intramolecular hydrogen bond and the benzimida-
zole group as part of the linkage between the porphyrin and phenol
moieties, did not demonstrate such relaxation20. Thus, it is

significant that triad-1 mimics the thermal relaxation observed in
the natural system. The simplicity of the structure allows us to ident-
ify the unusually strong intramolecular hydrogen bond between the
phenol and the benzimidazole moiety, as the structural parameter
that is responsible for the biomimetic behaviour.

It has been postulated that the PCET within the D1-Tyrz–His190
group, which acts as a redox mediator/relay in PSII, plays a role in
the high quantum efficiency of water oxidation by P680þ by provid-
ing a kinetic coupling between the fast initial electron transfer events
and the slower process of water oxidation. In this connection, incor-
poration of a BiP redox mediator/relay in an artificial system signifi-
cantly improved the quantum yield for transfer of electrons from a
water-oxidizing catalyst to an oxidized dye in a nanoparticulate
TiO2-based photoanode in which the dye radical cation plays a
role analogous to that of P680þ (ref. 44).

Methods
Synthesis. The porphyrin model (Supplementary Fig. 6 and Table 3)35, BiP model20,
dyad-2 and its carboxylic acid18,35 were prepared following previously
reported procedures.

TiO2 colloidal preparation. Transparent TiO2 nanoparticle colloidal aqueous
solutions were prepared by the dropwise addition of titanium(IV) chloride to cooled
water. The temperature and component mixing rate of reactants were controlled
by an apparatus developed for automatic colloid preparation45. The pH of the
solution was between 0 and 1, depending on the TiCl4 concentration. Slow growth of
the particles was achieved by using dialysis at 4 8C against water until the pH of the
solution reached 3.5, indicating that particle growth was complete. The final
concentration was 0.17 M TiO2 with a particle size of 4.5+1 nm. The solution was
mixed with 0.6 mM of the carboxylic acid form of dyad-2, which was dissolved in
THF and the resulting solution dried under a nitrogen atmosphere. The dried
particles were redispersed in acetonitrile solution. Each solution contained, on
average, 3.5 molecules of the carboxylic acid form of dyad-2 per TiO2 nanoparticle.

EPR. High-frequency EPR spectra were recorded at the D-band (130 GHz/4.6 T)
with a continuous-wave/pulsed EPR spectrometer as described previously46. A
cylindrical single-mode cavity TE011 was used, which had slits on the cylindrical side
of the cavity to allow for optical excitation and field modulation. Samples
were illuminated in the cavity of the EPR spectrometer. Light excitation was achieved
with an optical parametric oscillator (Opotek) pumped by a Nd:YAG laser
(Quantel). The output of the laser was coupled to a fibre-optic to deliver light to the
cavity (1 mJ per pulse). The excitation wavelength was 532 nm. The sample
temperature was regulated by an Oxford temperature controller (ITC 503) coupled
to an Oxford continuous-flow cryostat (CF 1200). Theoretical simulations of the
EPR spectra were performed with the SimFonia program (Version 1.25, Bruker
BioSpin), using second-order perturbation theory. Annealing was tried at different
temperatures. At T , 70 K the signal transformation was negligible at reasonable
annealing times (�20 min). At T . 120 K a substantial decay of the EPR signal
(which was recorded after freezing back to 13 K) was observed. Annealing at 100 K
for 10 min led to spectra transformation without a large change in EPR intensity.

X-ray structures. The CCDC deposition number for dyad-2 is 949079.
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Ever since the French scientist Edmond Becquerel1

discovered the photoelectric effect, researchers
and engineers have been infatuated with the idea
of converting light into electric power or
chemical fuels. Their common dream is to

capture the energy that is freely available from sunlight and
turn it into the valuable and strategically important asset
that is electric power, or use it to generate fuels such as
hydrogen. Photovoltaics takes advantage of the fact that
photons falling on a semiconductor can create

electron–hole pairs, and at a junction between two different
materials, this effect can set up an electric potential
difference across the interface. So far, the science of solar
cells has been dominated by devices in which the junction is
between inorganic solid-state materials, usually doped
forms of  crystalline or amorphous silicon, and profiting
from the experience and material availability resulting from
the semiconductor industry. Recently, we have seen more
use of devices made from compound semiconductors —
the III/V compounds for high-efficiency aerospace
components and the copper–indium–sulphide/selenide
materials for thin-film, low-cost terrestrial cells. But the
dominance of the field by inorganic solid-state junction
devices faces new challenges in the coming years.
Increasingly, there is an awareness of the possible
advantages of nanocrystalline and conducting polymer
devices, for example, which are relatively cheap to fabricate
(the expensive and energy-intensive high-temperature and
high-vacuum processes needed for the traditional devices
can be avoided), can be used on flexible substrates, and can
be shaped or tinted to suit domestic devices or architectural
or decorative applications. It is now even possible to depart
completely from the classical solid-state junction device, by
replacing the phase in contact with the semiconductor by
an electrolyte (liquid, gel or organic solid), thereby forming
a photoelectrochemical device.

The development of these new types of solar cells is pro-
moted by increasing public awareness that the Earth’s oil
reserves could run out during this century. As the energy
needs of the planet are likely to double within the next 50
years, the stage is set for a major energy shortage, unless
renewable energy can cover the substantial deficit left by fossil
fuels. Public concern has been heightened by the disastrous
environmental pollution arising from all-too-frequent oil
spills and the frightening climatic consequences of the green-
house effect caused by fossil fuel combustion. Fortunately the
supply of energy from the Sun to the Earth is gigantic: 321024

joules a year, or about 10,000 times more than the global 
population currently consumes. In other words, covering
0.1% of the Earth’s surface with solar cells with an efficiency
of 10% would satisfy our present needs. But to tap into this
huge energy reservoir remains an enormous challenge.

Historical background
Becquerel’s pioneering photoelectric experiments in 1839
were done with liquid not solid-state devices — a fact that 
is often ignored. His research, in which illumination of 
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solutions containing a metal halide salt produced a current between
two platinum electrodes immersed in the electrolyte, was motivated
by photography. Daguerre had made the first photographic images in
1837, and Fox Talbot followed with the silver halide process in 1839.
Although the art of formulating emulsions only became a science
with the theoretical analysis of the process by Gurney and Mott2 in
1938, there was constant empirical progress in the sensitivity of 
photographic films. Initially, films were particularly insensitive to
mid-spectrum and red light. This is now recognized as being due to
the semiconductor nature of the silver halide grains: they have a band
gap (a gap in the allowed electronic energy levels) which ranges from
2.7 to 3.2 electron volts (eV) and negligible light absorption at wave-
lengths longer than 460 nm. Vogel’s discovery3 in 1883 that silver
halide emulsions could be sensitized by adding a dye extended the
photosensitivity to longer wavelengths. Four years later, the concept
of dye enhancement was carried over by Moser4 from photography to
photoelectrochemical cells using the dye erythrosine on silver halide
electrodes. This parallel between photography and photoelectro-
chemistry comes as a surprise to many chemists5. That the same dyes
were particularly effective for both processes was recognized by
Namba and Hishiki at the 1964 International Conference on 
Photosensitization of Solids in Chicago, which was a seminal event in
the history of sensitization6. It was also recognized that the dye should
be adsorbed on the semiconductor electrodes in a closely packed
monolayer for maximum efficiency7. At this stage it was still debated
whether sensitization occurred by transfer of electrons or of energy
from the dye to the semiconductor8. Subsequent studies, notably by
Hauffe9, Tributsch and Gerischer10, showed electron transfer to be
the prevalent mechanism both for photographic and for photoelec-
trochemical sensitization processes.

Photosynthetic and regenerative cells
The foundation of modern photoelectrochemistry, marking its change
from a mere support of photography to a thriving research direction on
its own, was laid down by the work of Brattain and Garret11 and subse-
quently Gerischer12 who undertook the first detailed electrochemical
and photoelectrochemical studies of the semiconductor–electrolyte
interface. Research on photoelectrochemical cells went through a 

frantic period after the oil crisis in 1973, which stimulated a worldwide
quest for alternative energy sources. Within a few years well over a
thousand publications appeared (see ref. 13 for a list).

Investigations focused on two types of cells whose principle of
operation is shown in Fig. 1. The first type is the regenerative cell,
which converts light to electric power leaving no net chemical change
behind. Photons of energy exceeding that of the band gap generate
electron–hole pairs, which are separated by the electric field present
in the space-charge layer (see Box 1 for an explanation). The negative
charge carriers move through the bulk of the semiconductor to the
current collector and the external circuit. The positive holes 
are driven to the surface where they are scavenged by the reduced
form of the redox relay molecule (R), oxidizing it: h+&R → O. The
oxidized form O is reduced back to R by the electrons that re-enter the
cell from the external circuit. Much of the work on regenerative 
cells has focused on electron-doped (n-type) II/VI or III/V semicon-
ductors using electrolytes based on sulphide/polysulphide, 
vanadium(II)/vanadium(III) or I2/I

– redox couples. Conversion 
efficiencies of up to 19.6% have been reported for multijunction
regenerative cells14.

The second type, photosynthetic cells, operate on a similar princi-
ple except that there are two redox systems: one reacting with the
holes at the surface of the semiconductor electrode and the second
reacting with the electrons entering the counter-electrode. In the
example shown, water is oxidized to oxygen at the semiconductor
photoanode and reduced to hydrogen at the cathode. The overall
reaction is the cleavage of water by sunlight. Titanium dioxide has
been the favoured semiconductor for these studies, following its use
by Fujishima and Honda for water photolysis15. Unfortunately,
because of its large band gap (3–3.2 eV, as shown in Fig. 2), TiO2

absorbs only the ultraviolet part of the solar emission and so has low
conversion efficiencies. Numerous attempts to shift the spectral
response of TiO2 into the visible, or to develop alternative oxides
affording water cleavage by visible light, have so far failed.

In view of these prolonged efforts, disillusionment has grown
about the prospects of photoelectrochemical cells being able to give
rise to competitive photovoltaic devices, as those semiconductors
with band gaps narrow enough for efficient absorption of visible light
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are unstable against photocorrosion. The width of the band gap is a
measure of the chemical bond strength. Semiconductors stable under
illumination, typically oxides of metals such as titanium or niobium,
therefore have a wide band gap, an absorption edge towards the ultra-
violet and consequently an insensitivity to the visible spectrum.

The resolution of this dilemma came in the separation of the opti-
cal absorption and charge-generating functions, using an electron
transfer sensitizer absorbing in the visible to inject charge carriers
across the semiconductor–electrolyte junction into a substrate with a
wide band gap, and therefore stable. Figure 3 shows the operational
principle of such a device.

Nanocrystalline junctions and interpenetrating networks
The need for dye-sensitized solar cells to absorb far more of the 
incident light was the driving force for the development of 

mesoscopic semiconductor materials16 — minutely structured
materials with an enormous internal surface area  — which have
attracted great attention during recent years. Mesoporous oxide
films are made up of arrays of tiny crystals measuring a few 
nanometres across. Oxides such as TiO2, ZnO, SnO2 and Nb2O5, or
chalcogenides such as CdSe, are the preferred compounds. These are 
interconnected to allow electronic conduction to take place.
Between the particles are mesoscopic pores filled with a semicon-
ducting or a conducting medium, such as a p-type semiconductor, a
polymer, a hole transmitter or an electrolyte. The net result is a junc-
tion of extremely large contact area between two interpenetrating,
individually continuous networks. Particularly intriguing is the 
ease with which charge carriers percolate across the mesoscopic 
particle network, making the huge internal surface area 
electronically addressable. Charge transport in such mesoporous
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When a semiconductor is placed in contact with an electrolyte,
electric current initially flows across the junction until electronic
equilibrium is reached, where the Fermi energy of the electrons in the
solid (EF) is equal to the redox potential of the electrolyte (Eredox), as
shown in the figure. The transfer of electric charge produces a region
on each side of the junction where the charge distribution differs from
the bulk material, and this is known as the space-charge layer. On the
electrolyte side, this corresponds to the familiar electrolytic double
layer, that is, the compact (Helmholtz) layer followed by the diffuse
(Gouy–Chapman) layer. On the semiconductor side of the junction the
nature of the band bending depends on the position of the Fermi level
in the solid. If the Fermi level of the electrode is equal to the flat band
potential, there is no excess charge on either side of the junction and
the bands are flat.  If electrons accumulate at the semiconductor side
one obtains an accumulation layer. If, however, they deplete from the
solid into the solution, a depletion layer is formed, leaving behind a
positive excess charge formed by immobile ionized donor states.
Finally, electron depletion can go so far that their concentration at the
interface falls below the intrinsic level. As a consequence, the
semiconductor is p-type at the surface and n-type in the bulk,
corresponding to an inversion layer. The illustration in the figure refers
to n-type materials where electrons are the mobile charge carriers.
For p-type semiconductors, analogous considerations apply. Positive
holes are the mobile charge carriers and the immobile negatively
charged states of the acceptor dopant form the excess space charge
within the depletion layer.

The flat band potential is a very useful quantity in
photoelectrochemistry as it facilitates location of the energetic
position of the valence and conduction band edge of a given
semiconductor material. It is obtained by measuring the capacity of
the semiconductor–electrolyte junction. The semiconductor is
subjected to reverse bias — that is, a voltage is applied to increase
the potential step across the junction — and the differential capacity
is determined as a function of the applied potential, V. The space-
charge capacity of the semiconductor (Csc) is in series with that of the
Helmholtz layer (CH) present at the electrolyte side of the interface. In
the depletion regime the condition CH¤Csc applies, so the measured
capacity is that of the space-charge layer. This depends on the
applied bias voltage according to the Mott–Schottky equation:
1/(Csc)

242 (DfscRT/F )/(;o;
1N ), where Dfsc4V1Vfb is the voltage

drop in the space-charge layer, R is the gas constant, F the Faraday
number, ; the dielectric constant of the semiconductor, ;o the
permittivity of vacuum and 1N the ionized donor dopant
concentration. A plot of the square of the reciprocal capacity against
the applied voltage gives a straight line and this is extrapolated to
1/(Csc)

240 to derive the flat band potential Vfb.

Flat band potentials have been determined for a large number of
materials49 and some representative examples are shown in Fig. 2.
Apart from the type of semiconductor they depend on the nature and
composition of the electrolyte. In aqueous solution the flat band
potentials of most oxide semiconductors shifts by 0.059 V when the
pH is changed by one unit. This is a consequence of the fact that
protons are potential-determining ions for these solids.

Box 1
The semiconductor–electrolyte interface
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Box 1 Figure Schematic showing the electronic energy levels at the interface
between an n-type semiconductor and an electrolyte containing a redox couple. The
four cases indicated are: a, flat band potential, where no space-charge layer exists in
the semiconductor; b, accumulation layer, where excess electrons have been injected
into the solid producing a downward bending of the conduction and valence band
towards the interface; c, depletion layer, where electrons have moved from the
semiconductor to the electrolyte, producing an upward bending of the bands; 
and d, inversion layer where the electrons have been depleted below their intrinsic
level, enhancing the upward band bending and rendering the semiconductor p-type 
at the surface.
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systems is under intense investigation today17,18 and is best described
by a random walk model19.

The semiconductor structure, typically 10 mm thick and with a
porosity of 50%, has a surface area available for dye chemisorption
over a thousand times that of a flat, unstructured electrode of the
same size. If the dye  is chemisorbed as a monomolecular layer,
enough can be retained on a given area of electrode to provide
absorption of essentially all the incident light. Figure 4 shows an 
electron micrograph of a nanocrystalline TiO2 film with a grain 
size in the range of 10–80 nm. (For details of the hydrothermal 
deposition procedure, starting with hydrolysis of a titanium 
isopropoxide precursor and terminating with screen printing and
firing of the semiconductor layer on a conductive transparent 
substrate, see ref. 20.)

The nanostructuring of the semiconductor introduces profound
changes in its photoelectrochemical properties. Of great importance
is the fact that a depletion layer (see Box 1) cannot be formed in the
solid — the particles are simply too small. The voltage drop within
the nanocrystals remains small under reverse bias, typically a few
millivolts. As a consequence there is no significant local electric field
present to assist in the separation of photogenerated electron–hole
pairs. The photoresponse of the electrode is determined by the rate of
reaction of the positive and negative charge carriers with the redox
couple present in the electrolyte. If the transfer of electrons to the
electrolyte is faster than that of holes, then a cathodic photocurrent
will flow, like in a p-type semiconductor/liquid junction. In contrast,
if hole transfer to the electrolyte is faster, then anodic photocurrent
will flow, as in n-type semiconductor photoelectrochemical cells.
Striking confirmation of the importance of these kinetic effects came
with the demonstration21 that the same nanocrystalline film could
show alternatively n- or p-type behaviour, depending on the nature
of the hole or electron scavenger present in the electrolyte phase. This
came as a great surprise to a field where the traditional thinking was
to link the photoresponse to formation of a charge-depletion layer at
the semiconductor–electrolyte interface.

What, then, is the true origin of the photovoltage in dye-sensitized
solar cells? In the conventional picture, the photovoltage of 
photoelectrochemical cells does not exceed the potential drop in the
space-charge layer (Box 1 Figure). But nanocrystalline cells can

develop photovoltages close to 1 V even though the junction 
potential is in the millivolt range. It has been suggested that a built-in
potential difference at the back contact of the nanocrystalline film
with the conducting glass is responsible for the observed photovolt-
age22. Other evidence23 suggests that under illumination, electron
injection from the sensitizer increases the electron concentration in
the nanocrystalline electrode, raising the Fermi level of the oxide and
thus shifting its potential24. From recent electrical impedance
studies25, it seems that both changes — the potential drop across the
back contact and the Fermi level shift of the TiO2 nanoparticles —
contribute to the photovoltage of dye-sensitized solar cells.

Accumulation layers (part b of Box 1 Figure) can be produced in
the nanocrystals under forward bias when majority carriers are
injected, rendering the film highly conductive. Under reverse bias the
carriers are withdrawn, turning it into an insulator. Thus, by 
changing the applied potential, the film can be switched back and
forth from a conducting to an insulating state. Space-charge limita-
tion of the current (arising from limitation of the density of charge
carriers because they are repelled by each other’s electric field) is not
observed as the injected majority carriers are efficiently screened by
the electrolyte present in the pores surrounding the nanoparticles.
The factors controlling the rate of charge carrier percolation across
the nanocrystalline film are under intense scrutiny17. A technique
known as intensity-modulated impedance spectroscopy has proved
to be an elegant and powerful tool25,26 for addressing these and other
important questions related to the characteristic time constants for
charge carrier transport and reaction dynamics.

An interesting feature specific to nanocrystalline electrodes is 
the appearance of quantum confinement effects. These appear when
the films are made up of small quantum dots, such as 8-nm-sized
CdTe particles27. Such layers have a larger band gap than the bulk
material, the band edge position being shifted with respect to the
positions indicated in Fig. 2 for macroscopic materials. The 
conduction band redox potential is lowered and that of the valence
band is increased. As a consequence, electrons and holes can perform
reduction and oxidation reactions that cannot proceed on bulk 
semiconductors.

The astounding photoelectrochemical performance of nanocrys-
talline semiconductor junctions is illustrated in Fig. 5 where we 
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Figure 4 Scanning electron micrograph of the surface of a mesoporous anatase film
prepared from a hydrothermally processed TiO2 colloid. The exposed surface planes
have mainly {101} orientation.
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compare the photoresponse of an electrode made of single-crystal
anatase, one of the crystal forms of TiO2, with that of a mesoporous
TiO2 film. Both electrodes are sensitized by the ruthenium complex
cis-RuL2(SCN)2 (L is 2,28-bipyridyl-4-48-dicarboxylate), which is
adsorbed as a monomolecular film at the titania surface. The 
incident-photon-to-current conversion efficiency (IPCE) is plotted
as a function of wavelength. The IPCE value obtained with the 
single-crystal electrode is only 0.13% near 530 nm, where the sensi-
tizer has an absorption maximum, whereas it reaches 88% with the
nanocrystalline electrode28 — more than 600 times as great. The 
photocurrent in standard sunlight  augments 103–104 times when
passing from a single crystal to a nanocrystalline electrode (standard,
or full, sunlight is defined as having a global intensity (Is) of 1,000 W
m–2, air mass 1.5; air mass is the path length of the solar light relative 
to a vertical position of the Sun above the terrestrial absorber). 
This striking improvement is due largely to the far better light 
harvesting of the dye-sensitized nanocrystalline film as compared
with a flat single-crystal electrode, but is also due, at least in part, to
the mesoscopic film texture favouring photogeneration and 
collection of charge carriers29.

The overall conversion efficiency of the dye-sensitized cell is
determined by the photocurrent density measured at short circuit
(iph), the open-circuit photo-voltage (Voc), the fill factor of the cell (ff)
and the intensity of the incident light (Is)

hglobal 4 iphVoc (ff/Is)

Under full sunlight, short-circuit photocurrents ranging from 16 to
22 mA cm–2 are reached with state-of-the-art ruthenium sensitizers,
while Voc is 0.7–0.8 V and the fill factor values are 0.65–0.75. A 
certified overall power conversion efficiency of 10.4% has been
attained at the US National Renewable Energy Laboratory30.
Although this efficiency makes dye-sensitized cells fully competitive
with the better amorphous silicon devices, an even more significant
parameter is the dye lifetime achieved under working conditions. 
For credible system performance, a dye molecule must sustain at 
least 108 redox cycles of photo-excitation, electron injection and
regeneration, to give a device service life of 20 years. The use of 
solvents such as valeronitrile, or g-butyrolactone, appropriately
purified, in the electrolyte formulation provide a system able to pass
the standard stability qualification tests for outdoor applications,
including thermal stress for 1,000 h at 85 7C, and this has been 
verified independently31.

Tandem cells for water cleavage by visible light
The advent of nanocrystalline semiconductor systems has rekindled
interest in tandem cells for water cleavage by visible light, which
remains a highly prized goal of photoelectrochemical research. 
The ‘brute force’ approach to this goal is to use a set of four silicon
photovoltaic cells connected in series to generate electricity that is
subsequently passed into a commercial-type water electrolyser.
Solar-to-chemical conversion efficiencies obtained are about 7%.
Much higher efficiencies in the range of 12–20% have been 
reported for tandem cells based on III/V semiconductors14,32, but
these single-crystal materials cost too much for large-scale terrestrial
applications.

A low-cost tandem device that achieves direct cleavage of water
into hydrogen and oxygen by visible light was developed recently33.
This is based on two photosystems connected in series as shown in the
electron flow diagram of Fig. 6. A thin film of nanocrystalline 
tungsten trioxide, WO3 (ref. 34), or Fe2O3 (ref. 35) serves as the top
electrode absorbing the blue part of the solar spectrum. The valence-
band holes (h+) created by band-gap excitation of the film oxidize
water to oxygen:

4h+&H2O ⇒ O2&4H+

and the conduction-band electrons are fed into the second 
photosystem consisting of the dye-sensitized nanocrystalline TiO2

cell discussed above. The latter is placed directly under the WO3 film,
capturing the green and red part of the solar spectrum that is 
transmitted through the top electrode. The photovoltage generated
by the second photosystem enables hydrogen to be generated by the
conduction-band electrons.

4H+&4e– ⇒ 2H2

The overall reaction corresponds to the splitting of water by visible
light. There is close analogy to the ‘Z-scheme’ (named for the shape of
the flow diagram) that operates in photosynthesis. In green plants,
there are also two photosystems connected in series, one that 
oxidizes water to oxygen and the other generating the compound
NADPH used in fixation of carbon dioxide. As discussed above, the
advantage of the tandem approach is that higher efficiencies can be
reached than with single junction cells if the two photosystems
absorb complementary parts of the solar spectrum. At present, the
overall conversion efficiency from standard solar light to chemical
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Figure 5 The nanocrystalline effect in dye-sensitized solar cells. In both cases, 
TiO2 electrodes are sensitized by the surface-anchored ruthenium complex 
cis-RuL2(SCN)2. The incident-photon-to-current conversion efficiency is plotted as a
function of the excitation wavelength. a, Single-crystal anatase cut in the (101) plane.
b, Nanocrystalline anatase film. The electrolyte consisted of a solution of 0.3M LiI and
0.03M I2 in acetonitrile.
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energy achieved with this device stands at 4.5%, and further
improvements are being sought.

Dye-sensitized solid heterojunctions and ETA cells
Interest is growing in devices in which both the electron- and 
hole-carrying materials are solids, but are grown as interpenetrating
networks forming a heterojunction of large contact area. From 
conventional wisdom one would have predicted that solar cells of this
kind would work very poorly, if at all. The disordered character of the
junction and the presence of the huge interface are features one tries
to avoid in conventional photovoltaic cells, because the disruption  of
the crystal symmetry at the surface produces electronic states in the
band gap of the semiconductor, enhancing the recombination of
photogenerated carriers. The fact that molecular photovoltaic cells
based on the sensitization of nanocrystalline TiO2 were able to
achieve overall conversion efficiencies from solar to electric power of
over 10% encouraged work on solid-state analogues, that is,
dye-sensitized heterojunctions. The first devices of this type used

inorganic p-type semiconductors, for example CuI (ref. 36) or
CuSCN (ref. 37), as hole conductors replacing the redox electrolyte.
Respectable conversion efficiencies exceeding 1% have been 
reached with such cells. But the lack of photostability of the Cu(I)
compounds and the difficulty of realizing a good contact between the
two mesoscopic inorganic materials still present considerable 
practical challenges.

Organic charge-transport materials have advantages in this
respect. An amorphous hole conductor can be introduced into the
mesoporous TiO2 film by a simple spin-coating process and readily
adapts its form to the highly corrugated oxide surface. Cells based on
a spirobisfluorene-connected arylamine hole transmitter38, which
fills the pores of a dye-sensitized nanocrystalline TiO2 film, have
reached a conversion efficiency of 2.56% at full sunlight39. The high
open-circuit voltage of these devices, exceeding 900 mV, is 
particularly noteworthy and promising for further substantial
improvements in performance. In general, dye-sensitized hetero-
junction cells offer great flexibility because the light absorber and
charge-transport material can be selected independently to obtain
optimal solar energy harvesting and high photovoltaic output. The
great advantage of such a configuration is that the charge carriers are
generated by the dye precisely at the site of the junction where the
electric field is greatest, enhancing charge separation.

Extremely thin absorber (ETA) solar cells are conceptually close
to dye-sensitized heterojunctions. The molecular dye is replaced by
an extremely thin (2–3 nm) layer of a small-band-gap semiconduc-
tor, such as CuInS2. A hole conductor such as CuSCN is placed on top
of the absorber, producing a junction of the PIN type (p-type 
semiconductor/insulator/n-type semiconductor)40. The structure
has the advantage of enhanced light harvesting due to the surface
enlargement and multiple scattering. Because photo-induced charge
separation occurs on a length scale of a few nanometres, higher levels
of defects and impurities can be tolerated than in flat thin-film
devices, where the minority carriers are required to diffuse several
microns. On the other hand, making PIN-junctions of such high
contact area is difficult and this has hampered the performance of
these cells. Their conversion efficiency so far has remained below 5%,
which is less than one-third of the yield obtained with similar 
semiconductor materials in a flat junction configuration.

Soft junctions and organic solar cells
Organic materials have the advantage of being cheap and easy to
process. They can be deposited on flexible substrates, bending where
their inorganic competitors would crack. The choice of materials is
practically unlimited, and specific parts of the solar spectrum can be
selectively absorbed. Although organic cells are still considerably less
efficient than single-crystal gallium arsenide or silicon, progress has
been impressive over the past few years. In particular, solar cells based
on interpenetrating polymer networks41, polymer/fullerene blends42,

halogen-doped organic crystals43 and the solid-state dye-sensitized
devices mentioned above38 have shown surprisingly high solar 
conversion efficiencies, currently reaching values of 2–3%.

Conducting polymers, for example poly-(phenylenevinylene)
(PPV) derivatives or C60 particles, are attracting great interest as 
photovoltaic materials44,49. Bulk donor–acceptor heterojunctions are
formed simply by blending the two organic materials serving as 
electron donor (p-type conductor) and electron acceptor (n-type
conductor). The advantage of these new structures over the 
flat-junction organic solar cells investigated earlier45 is the interpene-
tration of the two materials that conduct positive and negative charge
carriers, reducing the size of the individual phase domains to the
nanometre range. This overcomes one of the problems of the first
generation of organic photovoltaic cells: the unfavourable ratio of
exciton diffusion length to optical absorption length. An exciton is a
bound electron–hole pair produced by absorption of light; to be 
useful, this pair must reach the junction and there dissociate into two
free charge carriers — but excitons typically diffuse only a few
nanometres before recombining. Light is absorbed (and generates
excitons) throughout the composite material. But in the composite,
the distance the exciton has to travel before reaching the interface is at
most a few nanometres, which is commensurate with its diffusion
length. Hence photo-induced charge separation can occur very 
efficiently. A conversion efficiency from incident photons to 
current of over 50% has been achieved with a blend containing 
PPV and methanofullerene derivatives46. The overall conversion 
efficiency from solar to electric power under full sunlight achieved
with this cell was 2.5%. Although these results are impressive, the
performance of the cell declined rapidly within hours of exposure to
sunlight47. In contrast, the output of dye-sensitized solar cells is
remarkably stable even under light soaking for more than 10,000 h.
Similar long-term stability will be required for large-scale 
application of polymer solar cells.

Summary
Photovoltaic devices based on interpenetrating mesoscopic net-
works have emerged as a credible alternative to conventional solar
cells. Common to all these cells is an ultrafast initial charge separation
step, occurring in femtoseconds, and a much slower back-reaction.
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This allows the charge carriers to be collected as electric current
before recombination takes place. Table 1 compares the performance
of the new photoelectrochemical systems with conventional devices.
Although still of lower efficiency, the nanostructured cells offer 
several advantages over their competitors. They can be produced
more cheaply and at less of a cost in energy than silicon cells, for
which 5 GJ have to be spent to make 1 m2 of collector area. Unlike 
silicon, their efficiency increases with temperature, narrowing the
efficiency gap under normal operating conditions. They usually have
a bifacial configuration, allowing them to capture light from all
angles. Transparent versions of different colour can readily be made
that could serve as electric power-producing windows in buildings.
These and other attractive features48 justify the present excitement
about these cells and should aid their entry into a tough market. ■■
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Table 1 Performance of photovoltaic and photoelectrochemical solar cells

Type of cell Efficiency (%)* Research and technology needs
Cell Module

Crystalline silicon 24 10–15 Higher production yields, lowering 
of cost and energy content

Multicrystalline silicon 18 9–12 Lower manufacturing cost and 
complexity

Amorphous silicon 13 7 Lower production costs, increase 
production volume and stability

CuInSe2 19 12 Replace indium (too expensive 
and limited supply), replace CdS 
window layer, scale up production

Dye-sensitized 10–11 7 Improve efficiency and high-
nanostructured materials temperature stability, scale up 

production

Bipolar AlGaAs/Si 19–20 — Reduce materials cost, scale up
photoelectrochemical cells

Organic solar cells 2–3 — Improve stability and efficiency

*Efficiency defined as conversion efficiency from solar to electrical power.
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1 INTRODUCTION

The development of cheap, robust, and efficient
photocatalytic cells for water oxidation would allow the
sustainable production of fuel from renewable resources.1–4

An example of such a cell is shown in Figure 1, where
hydrogen evolution at the cathode

4H+ + 4e− 2H2(g) (1)

is thermodynamically driven by photoanodic water oxidation:

2H2O(l) + h̄ω O2(g) + 4H+ + 4e− (2)

The underlying photocatalytic process generates fuel
(e.g., hydrogen) from water by using solar light to extract
cheap electrons and protons from a renewable resource
(e.g., water). The generated fuel is environmentally benign
since, upon combustion, it generates only heat and water as
follows:

4H2(g) + O2(g) 2H2O(l) + � (3)

The development of such type of photocatalytic solar
cells based on inexpensive (e.g., earth-abundant) materials
has been a long-standing challenge in photoelectrochemistry
research,5 and significant effort has been invested since the
discovery of ultraviolet (UV) water oxidation on n-TiO2

electrodes.6 However, for many years, progress in the field has

been hindered by the lack of efficient catalytic materials as well
as by the lack of fundamental understanding of the processes
that limit the efficiency of the conversion mechanisms.

The main challenge has been to identify catalysts
able to carry out the necessary multielectron transformations
at energies and rates consistent with solar irradiance. This
implies designing surface-bound complexes for catalyst
turnover where solar irradiance is rate limiting, activating
these catalysts by multiple single-electron injection events,
designing cells with redox potentials sufficiently high as to
drive the desired half-reactions, and designing and assembling
robust molecular components. Such a design problem
requires fundamental understanding of the factors affecting
the elementary steps (numbered in Figure 1), including
(1) photoexcitation; (2) interfacial electron transfer (IET) and
surface charge separation; (3) charge transport; (4) storage of
oxidizing equivalents for catalysis; and (5) irreversible carrier
collection by sacrificial acceptors, or fuel-forming reactions at
the cathode. The characterization of all these processes clearly
surpasses the limits of traditional disciplines and therefore
calls upon researchers to establish collaborative research
programs combining synthesis, computational modeling,
electrochemistry, and spectroscopy.

In recent years, we have witnessed a flurry of
interest in the development of catalysts for water oxidation7–22

as well as on the development of fundamental studies of
photocatalysis based on semiconductor surfaces.23,24 Current
efforts are focused on the development of more efficient
catalysts based on earth-abundant materials and on molecular
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assemblies to efficiently couple multielectron photoanodic
processes to fuel production cathodic processes. This article
reviews recent advances in the field, with emphasis on
computational work for the development and characterization
of catalytic surfaces based on nanoporous TiO2 thin films
sensitized with manganese catalysts. The reviewed studies
have been integrated with synthesis, electrochemistry, and
spectroscopy in an interdisciplinary effort to advance our
understanding of structure/function relationships in catalytic
materials. The main aim has been to provide understanding
of the fundamental processes that limit the efficiency of the
reaction mechanisms and to develop guidelines for the design
of novel photocatalytic materials for fuel production.

2 FUNCTIONALIZATION OF SEMICONDUCTOR
SURFACES

Surface functionalization of nanoporous TiO2 thin
films is used in dye-sensitized solar cells (DSSCs) to
maximize light harvesting.25 Dye molecules on TiO2 shift
the absorption spectrum of the semiconductor to the visible
region, leading to the efficient injection of electrons into
the TiO2 conduction band upon visible light absorption. The
holes h+ left behind usually have limited redox potentials
since they are localized in the oxidized adsorbate molecule,
rather than in the semiconductor valence band. Therefore,
while efficient for light harvesting, such an approach has not
led to photocatalysis.

Achieving photocatalysis with maximal light harvest-
ing, requires sophisticated surface catalysts for IET. Recent
studies have focused on the functionalization of TiO2 surfaces
by covalent attachment of biomimetic high-valent oxo-Mn
complexes (Figure 2). These are known to be efficient catalysts
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for selective C–H oxygenation,26 and water splitting to O2.
10

Manganese catalysts are inspired by Nature, where only oxo-
Mn complexes achieve redox potentials high enough to form
O2 at the oxygen-evolving complex (OEC) of photosystem II,
as follows:27–30

2H2O O2 + 4H+ + 4e− (4)

The following mechanism illustrates the underlying
catalytic process of water oxidation by formation of high-
valent MnIVMnIV-O• species, as illustrated for the complex
[H2O(terpy)MnIII(O)2MnIV(terpy)H2O]3+ (terpy, 2,2′ : 6,2′′-
terpyridine):

Step0 : H2O-MnIII(terpy)2MnII-OH2

H2O-MnIII(terpy)2MnIII-OH2 + e− (5)

Step1 : H2O-MnIII(terpy)2MnIII-OH2

H2O-MnIV(terpy)2MnIII-OH2 + e− (6)

Step2 : H2O-MnIV(terpy)2MnIII-OH2

HO-MnIV(terpy)2MnIV-OH2 + H+ + e− (7)

Step3 : HO-MnIV(terpy)2MnIV-OH2

O=MnV(terpy)2MnIV-OH2 + H+ + e− (8)

Step4 :
•
O-MnIV(terpy)2MnIV-OH2 + 2H2O

H2O-MnIII(terpy)2MnII-OH2 + O2 + 2H+ (9)

The MnIVMnIV-O• species is thought to be the
activated form of the catalyst, normally formed by reaction of
the Mn dimer with a primary oxidant (e.g., oxone), storing the
four oxidizing equivalents that are necessary to oxidize water.
In the photocatalytic case (Figure 1), however, such a species
is formed through multiple one-electron injection processes
and electron collection by the TiO2 anode. The activation
process thus avoids the use of a primary oxidant, yielding
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a general approach for green oxidation chemistry driven by
solar light.

Recent work has been focused on the direct
deposition9 as well as on the covalent attachment31 of the
Mn dimer [H2O(terpy)MnIII(µ-O)2MnIV(terpy)H2O](NO3)3,
(terpy, 2,2′ : 6′, 2′′-terpyridine) onto nanoporous semiconduc-
tor surfaces by using a robust chromophoric linker L, a
phenylterpy ligand attached to a 3-phenyl-acetylacetonate
anchoring moiety via an amide bond (Figure 3). The resulting
covalent binding to the semiconductor surface has been char-
acterized by using quantum mechanics/molecular mechanics
(QM/MM) hybrid methods in conjunction with UV–visible,
IR (infrared), and EPR (electron paramagnetic resonance)
spectroscopy. In addition, these studies have shown that
L absorbs visible light, leading to photoinduced interfacial
electron transfer into the semiconductor conduction band,
reversibly advancing the Mn complex to the Mn(IV,IV) state.
The reported work also showed that, in the absence of electron
scavengers, the injected electron recombines back to form the
Mn(III,IV) state in the dark.

2.1 Simulations of Interfacial Electron Transfer

Ab initio DFT (density functional theory) molecular
dynamics simulations have been combined with quantum
dynamics calculations of electronic relaxation to investigate
IET in sensitized semiconductor nanostructures, providing
fundamental understanding of IET at the detailed molecular
level.9,31–39 The characteristic times for the excited-state IET
from adsorbate complexes have been shown to be consistent
with terahertz experiments and with ultrafast measurements
in TiO2 sensitized by small organic molecules, including
biisonicotinic acid on rutile and alizarin on TiO2.40,41

2.2 Interfacial Electron Transfer

Quantum dynamics simulations have provided
valuable insights on the nature of interfacial electron transfer
processes leading to the activation of Mn catalysts anchored
onto TiO2 surfaces. For example, Figure 4 shows a series of
snapshots for the distribution of electron density as it evolves
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30 fs 45 fs0 fs 15 fs

Figure 4 Snapshots, at 15-fs intervals, of the electronic charge
distribution corresponding to IET after visible excitation (508 nm)
of the catalyst surface complex depicted in Figure 2(a). Only the
center semiconductor block is shown to allow a detailed view of the
time-dependent charge distribution

during the early time dynamics of interfacial electron injection
following photoexcitation of Mn dimer adsorbate. These
simulations indicate that the interfacial electron injection
is typically complete within an ultrafast, subpicosecond
timescale when the initially populated electronic state
localized in the adsorbate chromophore has suitable energy
match with electronic states in the conduction band of the
semiconductor surface.

Quantum dynamics simulations of interfacial elec-
tron transfer solve the time-dependent Schrödinger equation,
yielding a detailed description of the time-dependent charge
distribution after photoexcitation of the adsorbate. The result-
ing charge distribution provides information on the electronic
orbitals responsible for hosting the injected electron in the
semiconductor host substrate as well as the evolution of the
spatial distribution of electronic population as it relaxes in the
semiconductor conduction band. This type of atomistic sim-
ulations have also provided a description of the influence of
thermal fluctuations on the underlying relaxation pathways.33

Simulation studies beyond the low-temperature analysis have
analyzed room-temperature conditions typical of photocat-
alytic cells, showing that thermal nuclear fluctuations can
speed up the underlying interfacial electron transfer dynamics.
The molecular/electronic origin of such effects has been traced
to fluctuations that break the symmetry of otherwise orthog-
onal electronic states, creating additional relaxation pathways
for carrier diffusion. Analogous computer simulations have
also allowed the detailed analysis of the relaxation dynamics
of holes, localized the monolayer of adsorbate molecules,
created upon photoexcitation and interfacial electron trans-
fer of sensitized TiO2 nanoparticles (NPs) under cryogenic
temperature conditions.34,42

3 PROTON-COUPLED ELECTRON TRANSFER

Proton-coupled electron transfer (PCET) is often
essential to achieve high catalytic turnovers of multielectron
redox processes. Protonation/deprotonation processes can

2 H2O

O2 + H+

H+ + e−

e−Dark
stage

H+ + e−

H+ + e−

hn

hn

hn

hn

S0 S3

S2S1

S4

Figure 5 Catalytic cycle proposed by Joliot and Kok for water
splitting into dioxygen, protons, and electrons at the OEC in PSII
[1,2]. Dashed arrows indicate spontaneous interconversion processes
in the dark. The steps for substrate water attachment and proton
release are only tentatively proposed and might change with pH

facilitate reduction/oxidation state transitions, preventing
charge buildup during the accumulation of multiple reducing
(or oxidizing) equivalents. For example, PCET is thought to
play an important role in keeping all of the redox steps in
the Kok’s catalytic cycle of water oxidation (Figure 5),43,44

over a narrow range of potential at ∼1 V. The resulting
‘‘redox-leveling’’ effect prevents the accumulation of charge
in the catalytic complex, allowing for the accumulation of
four oxidizing equivalents in the OEC, embedded in the low
dielectric environment of photosystem II (PSII).

The design of efficient catalysts for water oxidation
often aims to develop molecular frameworks where the
reactivity mimics the catalytic functionality of the OEC,
leading to reaction pathways where the redox-leveling effect
is induced by PCET. However, general design principles for
efficient PCET mechanisms are still lacking. Computational
modeling can play an important role in understanding catalytic
processes of natural systems (e.g., photosystem II),11,12,45–51

as well as on the design and characterization of catalysts
with similar functionality, by guiding the selection of suitable
ligands for transition metal complexes that lead to redox-
leveling mechanisms based on PCET. Recent studies of
biomimetic oxomanganese complexes have been based on
rigorous quantum chemistry calculations of redox potentials
and pKa values and direct comparisons with electrochemical
measurements.52

Figure 6 shows results of calculations of free energy
changes associated with the oxidation state transition (III,III)

(III,IV) in the mixed-valent Mn complex [(bpy)2MnIII(µ-
O)2MnIV(bpy)2]3+ (bpy, 2,2′-bipyridyl), as obtained at the
DFT B3LYP/cc-pVTZ(-f) level by using the standard
thermodynamic cycle formalism applied in conjunction with
continuum solvation models.52 It is shown that the pKa values
of the oxo-ligands depend strongly on the oxidation states of
the complex, changing by approximately 10 pH units (i.e.,
from pH ∼ 2 to pH ∼ 12) upon III,IV III,III reduction
of the Mn complex. These results are in good agreement
with the experimental pKa values determined by solution
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Figure 6 (a) Thermodynamic energy diagram of PCET for complex 1 in aqueous solutions at pH = 0, as described by DFT
B3LYP/cc-pVTZ(-f) free energy calculations of redox potentials and pKa values based on the Haber-Born cycle method applied in
conjunction with a continuum solvation model. Formal oxidation numbers are indicated as superscripts in Roman numbers and the spin
populations obtained according to the Mulliken population analysis are indicated as subscripts in red. (b) Pourbaix diagram for complex 1
in aqueous solutions, obtained (b) from free energy calculations of redox potentials at the DFT B3LYP/cc-pVTZ(-f) level of theory, and
(c) experimental data (the circles). (Reproduced from Ref. 54.  American Chemical Society.)

magnetic susceptibility and near-IR spectroscopy,53 as well as
with the pH dependence of the redox potential previously
reported by cyclic voltammogram (CV) measurements,54

and provide fundamental understanding of the underlying
changes in protonation and oxidation states leading to the pH
dependence of redox potentials.

Figure 6(a) shows that the protonated reduced species
1red [(bpy)2MnIII(µ-O)(µ-OH)MnIII(bpy)2]3+ can be oxidized
via two possible pathways, including oxidation by a direct
ionization process requiring a rather high free energy change
of 0.88 eV (red arrow), or oxidation by the concerted removal
of an electron from the complex and a proton from the µ-
hydroxo bridge (green arrow). These results indicate that the
underlying oxidation is strongly coupled to deprotonation
of the µ-OH bridge for a wide range of values of pH
(i.e., pH = 2.0–11.7). For 1red, the oxidation free energy is
constant (∼0.88 V) at pH < 2.0 (oxidation takes the red path).
Within the 2.0 < pH < 11.7 range, the overall free energy
requirement consists of two parts, including 0.69–0.059∗pH
eV for the deprotonation step and an extra 0.31 eV for the
oxidation of the deprotonated species. Finally, at pH > 11.7,
the oxidation free energy becomes constant since the green
path dominates with spontaneous deprotonation.

Figure 6(b,c) shows the comparison of Pourbaix
diagrams, illustrating the pH dependence of E1/2, as computed
at the DFT B3LYP/cc-pVTZ(-f) level of theory and directly

compared to CV measurements.54 The agreement shows that
theory can provide accurate descriptions of the regulatory
effect of reduction state transitions on the pKa values of the
ligands and the effect of protonation of oxo-ligands on the
redox potentials of metal centers. Therefore, it is natural to
expect that analogous calculations and direct comparisons to
experimental data will allow the study of PCET along the
catalytic cycle of multielectron reactions catalyzed by other
transition metal complexes.

4 RECTIFICATION OF INTERFACIAL ELECTRON
TRANSFER

A common problem to any scheme where photoex-
citation creates an electron-hole pair state is electron-hole pair
recombination. In PSII, recombination is suppressed by an
arrangement of redox cofactors that induce directionality of
electron transfer after the initial charge separation. Molecular
diodes can also induce directionality of electron transfer55 and
have been recently explored in the design of semiconductor
materials where the covalent attachment of molecular linkers
induces rectification of interfacial electron transfer (Figure 7).
The electronic rectification properties of molecular linkers
that covalently bind Mn catalysts to TiO2 surfaces, including
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Figure 7 (a) Schematic diagram of a TiO2 NP functionalized with
[MnII(H2O)3]2+, where the Mn complex is covalently attached to the
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states and arrows indicating the electron transfer pathway, induced
by photoexcitation and electron injection, leading to Mn oxidation.
Favorable directionality of electron transfer is due to the positioning
of electronic energy levels in the electron donor and acceptor parts
of the ligand-linker chromophore. (Reproduced from Ref. 36. 
American Chemical Society.)

Mn-complexes with phenylterpyridine ligands attached to 3-
phenyl-acetylacetonate anchors via amide bonds, have been
characterized by calculations of current–voltage characteris-
tics at metallic junctions.56 It was found that a suitable choice
of the amide linkage can induce directionality of interfacial
electron transfer. These findings were consistent with EPR
measurements, confirming an asymmetry of electron transfer
rates for linkers with significant rectification.56 These studies
are particularly relevant for the development of photovoltaic or
photocatalytic devices based on functionalized TiO2 thin films
where the overall performance is often affected by recombi-
nation processes competing with interfacial electron injection.

Calculations of current–voltage (I–V) characteristics
were performed with the software package SMEAGOL,57,58

integrating the nonequilibrium Green’s function (NEGF)
method59,60 with DFT61 as implemented in the SIESTA
package for electronic structure calculations.62 The systems
were modeled in the usual three-subsystem segmentation
with the molecular diode of interest in between metallic
electrodes.56 The surface Green’s functions, describing the
current–voltage probes, were obtained as a direct summation
of both open and closed scattering channels together with a
regularization procedure of the Hamiltonian that provides a
significant improvement over standard recursive methods.
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Figure 8 Photocatalytic cell for visible-light-driven oxidation
chemistry and H2 evolution (a), based on TiO2 thin-film
photoanodes functionalized with Mn catalysts covalently attached
via chromophoric linkers (b)

5 FUEL FORMATION

Recent work on photocatalytic cells based on TiO2

thin-film photoanodes functionalized with Mn-complexes has
focused on coupling H2 evolution driven to photoanodic
oxidation reactions. Figure 8 shows a schematic diagram
of a specific photocatalytic cell based on TiO2 electrodes
functionalized with Mn-terpy catalysts that can couple
hydrogen evolution with oxidation of isopropanol to acetone.
The reaction is catalyzed by the Mn-terpy complex adsorbate,
activated by interfacial electron injection into the TiO2 host
substrate, upon absorption of visible light (λ > 425 nm).63

The activation process induces the oxidation-state transition
Mn(II) Mn(III) in the metal center, generating Mn(III)
with sufficient oxidizing power to transform isopropanol in
acetone. The injected electrons are combined with protons
in the counter-electrode to produce hydrogen. It has been
shown that such a mechanism, involving photoexcitation,
interfacial electron injection, charge carrier collection, and
irreversible hydrogen evolution, can be accomplished when
the Mn-terpy catalysts are covalently attached to the TiO2

surface by using robust chromophoric linkers that are stable
in aqueous solutions under oxidative conditions.



Similar results have been reported for other ‘‘proof-
of-concept’’ visible-light-driven photocatalytic cells, includ-
ing cells based on other (although more expensive) transition
metal catalysts,13,24 indicating that the functionalization of
semiconductor surfaces by covalent attachment of transition
metal complexes yields a general approach for the develop-
ment of photocatalytic solar cells.

6 CONCLUSIONS

The emergence of photocatalytic solar cells based on
semiconductor materials functionalized with earth-abundant
transition metal complexes represent a promising development
for the sustainable production of fuel from renewable
resources (e.g., water). Recent advances in the study of
fundamental aspects that affect the overall efficiency of
the underlying catalytic mechanisms suggest that control
over photoabsorption, PCET, and IET can be achieved
by implementing the ligand design methodology that has
been so successful for many years in the development
of homogeneous catalysts. When fundamentally informed
by structural and mechanistic characterization based on
computational modeling, high-resolution spectroscopy, and
electrochemistry, in conjunction with the comparative analysis
of analogous catalytic processes in nature, the resulting
methodology constitutes a powerful ‘‘bottom-up’’ synthetic
tool for the development of new catalytic materials.
These emerging methods are thus expected to continue
making significant contributions in the development of novel
semiconductor materials for photocatalytic solar cells.
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